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Dynamics : time correlation, spectral function
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Real time correlation
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Frequency response

Experiments

Theory

Exponentially growth by a system size, V

Huge Hilbelt space
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It is difficult to calculate a dynamical evolution of a quantum state.

Spectral func.
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Today’s contents
Numerical approaches for calculation of dynamical quantities

Time correlation 

• Glauber dynamics of quantum system (2023) 

• Extrapolation from complex time evolution by tensor networks (2024) 

Spectral function 

• Stochastic analytical continuation (2024) 

Green function 

• Nevanlinna analytical continuation (2021)



Glauber dynamics of classical systems
Ex. magnetic lattice model
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S = (s1, s2, s3, · · · )
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P (S) / e��H(S)State Probability of a state
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� : inverse tenmepature, H : Hamiltonian

Static quantity:

Canonical distribution

<latexit sha1_base64="mYSaNcxva95ar0jak4ijQuKX774=">AAACiXichVG7SgNBFD2u78RH1EawWYyKNmFWREUQjDaW0ZgHGAm76yQuzj7Y3QQ0+AP5AQsrBRGxsdXWxh+wyCeIZQQbC282C6Ki3mFmzpy5586ZGc0Rhucz1uiQOru6e3r7+iPRgcGh4djIaNazK67OM7otbDevqR4XhsUzvuELnndcrpqa4DntcKO1n6ty1zNsa8c/cvieqZYto2Toqk9UMTZVEKpVFlxOygW3jVblglcxi2k5OZuek1M0FGNxlmBByD+BEoI4wkjZsSsUsA8bOiowwWHBJyygwqO2CwUMDnF7qBHnEjKCfY4TREhboSxOGSqxhzSWabUbshatWzW9QK3TKYK6S0oZ0+yJXbMme2Q37Jm9/1qrFtRoeTmiWWtruVMcro+n3/5VmTT7OPhU/enZRwnLgVeDvDsB07qF3tZXj0+b6ZXt6doMu2Av5P+cNdgD3cCqvuqXW3z7DBH6AOX7c/8E2fmEsphY3FqIr62HX9GHCUxilt57CWvYRAoZOreOW9zhXopKirQsrbRTpY5QM4YvIW18AJ+0lTk=</latexit>

hAi =
X

S

A(S)P (S)

By Markov chain Monte Carlo method,
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hAi ⇡ 1

M

X

i=1,M

A(S(i)), S(i) is sampled by P (S(i))

Glauber dynamics is a Markov process in which 
the stational distribution is canonical.

(Glauber, JMP, 1963)



Glauber dynamics for Ising spin model
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S(t) = (· · · , si, · · · ) ! S(t+ 1) = (· · · , s0i, · · · )
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t)!

s
0
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S 6=i(t) = (· · · , si�1(t), si+1(t), · · · )

Conditional prob.

Configuration except           :
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si(t)

Glauber update

State change
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A si + · · ·

Ex. Ising model
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Prob(si(t) ! s0i) = P (s0i|S 6=i(t)) = P (S(t+ 1))/P (S 6=i(t))

If the temperature is high, a spin fluctuates, and if it is low, the 
Ising interaction stochastically determines the next spin state. Thermal fluctuations
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inverse temp. �Effective field

or

interaction
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FIG. 1. (a) Two-dimensional conducting plane of κ-(ET)2X . In
the insulating phase the electric dipole (right panel) is defined on
each dimer as arrows that could point in two different directions
depending on the location of the charges. As the charge hops between
two molecules, the dipole fluctuates quantum mechanically by ".
(b) Schematic description of the transverse Ising (TRI) model on
an anisotropic triangular lattice. Arrows indicate the Ising degrees
of freedom. Phase diagram (right panel) near QCP for the material
parameters of κ-(ET)2X extracted from our results (see Fig. 4). The
broken yellow line is the phenomenologically discussed crossover
line of the critical region, whereas the region marked with a red
dotted line is the one obtained from our calculation where the static
and dynamical properties, χ0 and τ , take enough large values.

scales. In relaxer ferroelectrics, this phenomenon had been
attributed to the polar-nano region induced by the artificial
impurity doping [9,10]. However, the organic crystals are
almost free of impurities.

The Mott dielectrics in organic crystals are attributed to
the quantum electric dipole [11]—the degree of freedom
of charge to stay at either of the dimerized two molecular
orbitals. A good description of this degree of freedom is pro-
vided by the transverse Ising (TRI) model [11,12], a canonical
model of quantum computation/annealing [13,14] as well as
of condensed matter theory. Each charge fluctuates back and
forth within the dimer by quantum tunneling via transfer inte-
grals as shown in Fig. 1(a), namely, a transverse electric field
is placed on the dipole, and the Coulomb interactions between
the charges are the Ising interactions between dipoles. If they
align in the same direction, they yield a quantum ferroelec-
tricity [see Fig. 1(b)]. The question is, what could be the
reason for the coexisting massive range of energy scales in
the dynamics of a disorder-free system at low temperature,
and would it be clarified by the microscopic calculation on
the TRI model without the aid of simplified phenomenology
[15]?

We construct a kinetic protocol based on Glauber dynamics
using the quantum Monte Carlo (QMC) method and obtain a
dynamic susceptibility, χ (q = 0,ω), of the TRI model. We
extract the relaxation timescale τ from the Monte Carlo dy-

namics and show that χ (q = 0,ω) turns out to be the Debye
function about ω at fixed kBT whose half-width is given
by τ−1. Since both τ and χ (q = 0,ω = 0) diverge toward
QCP in lowering the temperature, the peak narrowing occurs.
This χ (q = 0,ω), when viewed as a function of temperature
for fixed ω, takes a maximum at Tm(ω) which significantly
decreases with ω due to the peak-narrowing effect. Since
χ (q = 0,ω) corresponds to the dielectric function of quantum
electric dipoles, the aforementioned experimental observation
can be understood as the signature of dynamical quantum
criticality in the vicinity of the charge ordering transition.

II. MODEL AND FORMULATION

A. Transverse Ising model

Let us introduce the TRI model in a two-dimensional
anisotropic triangular lattice:

H =
∑

⟨i, j⟩
−Ji jσ

z
i σ z

j − "
∑

i

σ x
i . (1)

The z component of the Pauli operator, σ z
i = ±1, accounts

for the location of charges in the ith lattice site representing a
dimer, which we call either “pseudospin” or “quantum electric
dipole.” The transverse field " flips the pseudospins up and
down via σ x

i = σ+
i + σ−

i , where σ±
i represents the raising

and lowering operators. We consider the Ising interactions
between quantum dipoles Ji j on neighboring dimers, i and j.
In the anisotropic triangular lattice, we take Ji j = J and J ′ for
the bonds along the two directions and the rest, respectively, as
shown in Fig. 1(b). We take ferromagnetic J (> 0) while vary-
ing J ′ from antiferromagnetic to ferromagnetic values. This
model is obtained by the strong-coupling perturbation the-
ory at the lowest order from the so-called extended Hubbard
model [11], a basic model of κ-(ET)2X , which includes the
on-site and inter-site Coulomb interaction between electrons
and the transfer integrals.

Different configurations of electric dipoles on neighboring
dimers have different Coulomb energies, which is the origin
of Ji j (Appendix A). From the first-principles calculation, the
actual parameter values of the extended Hubbard model are
precisely evaluated [16–18], and we transform it to our Ji j and
" (see Appendix A). We could thus access the experimentally
observed phenomena without bias or assumption by referring
to our numerical results with these material parameters.

The dynamical response to the spatially uniform external
field h(t ), represented by the perturbation H ′(t ) = −σ z

i h(t )
added to Eq. (1), is calculated by the Kubo formula [4]. The
susceptibility for wave number q and frequency ω is given as

χ (q,ω) = χ (q, 0) + iω
∫ ∞

0
dteiωt'(q, t ), (2)

which is interpreted in the experiments as a dielectric func-
tion, ϵ(q,ω)/ϵ0 = 1 + χ (q,ω) (ϵ0 is the permittivity of free
space), in an applied electric field. Here, '(q, t ) is the relax-
ation function given in an imaginary-time(τ ) and real-time(t)
connected form as

'(q, t ) =
∫ β

0
dτ ⟨σ z

−q(ih̄τ )σ z
q (t )⟩, (3)
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almost free of impurities.
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model of quantum computation/annealing [13,14] as well as
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the dynamics of a disorder-free system at low temperature,
and would it be clarified by the microscopic calculation on
the TRI model without the aid of simplified phenomenology
[15]?

We construct a kinetic protocol based on Glauber dynamics
using the quantum Monte Carlo (QMC) method and obtain a
dynamic susceptibility, χ (q = 0,ω), of the TRI model. We
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model [11], a basic model of κ-(ET)2X , which includes the
on-site and inter-site Coulomb interaction between electrons
and the transfer integrals.
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of charge to stay at either of the dimerized two molecular
orbitals. A good description of this degree of freedom is pro-
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model of quantum computation/annealing [13,14] as well as
of condensed matter theory. Each charge fluctuates back and
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the dynamics of a disorder-free system at low temperature,
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the TRI model without the aid of simplified phenomenology
[15]?

We construct a kinetic protocol based on Glauber dynamics
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and the transfer integrals.

Different configurations of electric dipoles on neighboring
dimers have different Coulomb energies, which is the origin
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FIG. 2. Results of QMC for the TRI model on an anisotropic triangular lattice given in units of ! = 1. (a) Schematic illustration of
a set of world lines describing the partition function of the TRI model given on the place of space(i) and imaginary time(τ ), which are
periodic about τ = [0 : β]. Kinks (cross symbols) including old (black) and new (blue) ones separate the world lines into segments and the
highlighted/plain segments carry σ z = 1/ − 1. (b) Phase diagram on the plane of J , J ′, and kBT . The shaded region corresponds to the ordered
phase (ferroelectric order of dipoles). The material parameters of κ-(ET)2X (Appendix A) fall near the blue point (J ∼ 0.1, J ′ ∼ 0.5) in the
diagram at kBT = 0. The right panel shows the cross section of the phase diagram at J = 0.1 at low kBT in the vicinity of QCP. The case of
square lattice (J ′ = 0) in green cross section is given in Appendix C. (c) Relaxation function &(q = 0, t ) obtained by the QMC calculation
at L = 64 and J ′ = 0.47, J = 0.1 for several choices of kBT . (d) τL and χ0;L extracted from the relaxation function at several L, plotted as
functions of kBT . The envelope lines (broken lines) τ = c1(kBT )−z, χ0 = c2(kBT )−

γ
ν are their thermodynamic limit for fitted z = 2.11 and

γ /ν = 2.10. The solid line represents the same function using the 3D critical exponents z = 2.02 and γ /ν = 1.966 with c1 = 4.34, c2 = 4.61,
which is almost the same as the case of square lattice (Appendix C, Fig. 7). (e) Dynamical finite-size scaling analysis. Correlation time τint

is obtained for a series of L = 8, 16, 32, and 64 for kBT/! = 0.5, 0.25, 0.125, 0.0625, 0.031 25, 0.007 812 5, with !/kBT = 2L. The data
collapse to a single scaling function φ.

update, and Ref. [27] performs simultaneous flipping of a vari-
able along the whole imaginary time. Particularly in the latter,
the relaxation process may change and shall be discriminated
from Ref. [26]. We briefly note that there are some other trials,
like a phenomenological extension of the Glauber dynamics to
quantum systems [29], or variational Monte Carlo approaches
regarding time evolutions [30], and semiclassical approxima-
tion using the discrete Monte Carlo sampling in phase space
[31].

III. RESULTS

A. Phase diagram

We first overview the low-temperature properties of the
TRI model on an anisotropic triangular lattice. Overall, at
large enough Ji j/!, the system is in an ordered phase, while
the increase of ! makes the system disordered, and the phase
transition between the two is typically second order. We show
the kBT − J − J ′ phase diagram in Fig. 2(b) in units of ! = 1

obtained by the present QMC calculation. We made a Binder
plot of the pseudospin magnetization m =

∑
j σ

z
j /N to evalu-

ate the phase boundaries at low temperatures, and the higher
temperature Tc’s are evaluated by the specific heat data (see
Appendix B and Fig. 6 for details).

The ordered phase extends from the large J, J ′ > 0 region
toward slightly antiferromagnetic J ′. The case of the square
lattice (J ′ = 0) is well studied [26,32], and the phase boundary
at kBT = 0 (QCP) is evaluated as Jc/! = 0.3284(9) [26].
From a series of first-principles calculations, a family of κ-
(ET)2X is located at around J ∼ 0.1, J ′ ∼ 0.5 (Appendix A)
[16], which is marked in Fig. 2(b). One finds that it is near the
QCP.

B. Relaxation function

In the disordered phase relatively near the phase boundary,
the relaxation function &(q = 0, t ) shows a clear exponential
decay as a function of a QMC time step typically as in
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dependence of Tm for the QCP data [in panels (c, d)] and for slightly off QCP, (J ′, J ) = (0.48, 0.1). Solid and broken lines are ∝ ω1/2.03 fitted
by the QCP data and ω1/z, z = 2.095, respectively.

Fig. 2(c), which can be described as

$(q = 0, t ) = χ0;L exp(−t/τL ), (6)

using the static uniform susceptibility, χ0;L, and the relaxation
time τL at fixed kBT , J, J ′, and L. The extracted values of χ0;L
and τL are plotted in Fig. 2(d) for L = 8, 16, 32, and 64 as
functions of kBT at J ′ = J ′

c. Data points belonging to different
L follow different curvatures, which converge to an envelope
function: they are the values at the thermodynamic limit, given
as τ ∝ (kBT )−z and χ0 ∝ (kBT )−γ /ν . When the correlation
length ξ exceeds L at low kBT , the data points fall off from
the envelope function. Here we plot the case of z = 2.02 and
γ /ν = 1.966 as a solid line for the three-dimensional (3D)
universality class at the QCP, while the broken lines obtained
by leaving z and γ /ν as fitting parameters are shown as a
reference.

C. Finite-size scaling analysis

We now test the similarities between the present kinetic
TRI protocol and the original TRI model by the generalized
dynamical finite-size scaling analysis; the scale invariance is
expected in the dynamical critical phenomena, which results
in the finite-size scaling form of the relaxation timescale near
QCP, given as

τint (J ′, L) = Lzφ[(J ′ − J ′
c)L

1
ν ], (7)

where z is the dynamical critical exponent, and ν is the critical
exponent characterizing ξ ∝ |J ′ − J ′

c|−ν . We evaluate τint at

low temperatures available in a series of kBT = )/2L down
to kBT = 0.007 812 5) with ) = 1 by varying J ′ in the phase
diagram of Fig. 2(b). We use the following integral:

τint =
∫ ∞

0
$(q = 0, t )

/
$(q = 0, 0)dt, (8)

which gives the value independent of the detailed functional
form of $(q = 0, t ). Figure 2(e) shows the finite-size scaling
plot using L = 8, 16, 32, and 64. One finds an almost perfect
collapse of the data points into a single functional form. The
exponent obtained by this plot is Jc/) = 0.4700, (z, 1/ν) =
[2.095, 1.56(3)], which is fully consistent with our Binder
analysis of TRI and the fitting of exponents on the kinetic TRI.
We thus think it to be properly interpreted as a 3D universality
class.

D. Susceptibility and critical exponents

We have shown that the relaxation function decreases ex-
ponentially with t as Eq. (6), and one can extract from a series
of χ0;L and τL, their L → ∞ limit, τ and χ0. Since the system
is near QCP, τ and χ0 diverge in powers toward the ordered
phase as [see the inset of Fig. 3(a)],

τ (kBT ) = c1(kBT )−z, χ0(kBT ) = c2(kBT )−
γ
ν , (9)

where γ is the magnetic critical exponent and ci are the
constant coefficients. This could be understood as follows:
Consider a quantum 2D system of size L × L with an ad-
ditional axis in the imaginary time direction [0 : β] that
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Dynamical correlation function from complex time evolution
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reconstruct the physical correlation function on the real time
axis. We demonstrate the feasibility of using a complex-plane
contour located at a sufficient distance from the real axis to
effectively limit the entanglement growth while remaining
close enough to allow an accurate reconstruction of the
function on the real axis. Notably, this approach delivers a
highly accurate Fermi liquid self-energy at low frequencies,
displaying excellent agreement with NRG. Let us mention
that complementary approaches to exploit the complex time
idea are presented in [53].

This paper is organized as follows. In Sec. II A we intro-
duce the idea of time evolution in the complex plane and show
how the spectral function is retrieved from the complex time
contour. In Sec. III, we benchmark our methods on the single
impurity Anderson model (SIAM). Conclusions and future
directions are presented in Sec. IV.

II. METHOD

In this section, we describe our method, a complex time
evolution followed by a perturbative reconstruction of the
result on the real axis. We wish to compute the real time
correlation functions involving operators Ô1 and Ô2 given by

G>
Ô1Ô2

(t ) = −i⟨ψg|Ô1(t )Ô2|ψg⟩, (1a)

G<
Ô1Ô2

(t ) = −ζ i⟨ψg|Ô2Ô1(t )|ψg⟩ (1b)

where |ψg⟩ denotes the ground state of the system Hamil-
tonian Ĥ, ζ = −1 (resp. +1) for fermionic (resp. bosonic)
operators. We will choose the ground-state energy Eg = 0
without loss of generality. Typical choices of the operators
are ĉσ and ĉ†

σ , the creation and annihilation operators, or
Ŝ− and Ŝ+, the spin ladder operators for dynamical spin struc-
ture factors.

A. Time evolution in the complex plane

The first step of the method consists in evolving on a
time contour in the complex plane. Let us start with the
parametrization of this contour, given by

z(t,α0) ≡
∫ t

0
e−iα0 f (t ′ )dt ′, (2)

where t is real, α0 ∈ [0, π
2 ], and f is a real-valued smooth

function such that 0 ! f (t ) ! 1. For the results discussed in
this paper, we choose f (t ) = e− t

2π , even though our approach
is general and not limited to this specific form. Real and
imaginary time evolutions correspond to α0 = 0 and α0 f (t ) =
π/2, respectively. This time contour is sketched in Fig. 1.
Crucially, we have the property Imz(t,α0) < 0.

The greater time-dependent correlation function of opera-
tors Ô1 and Ô2 can be generalized to the complex plane

G>
Ô1Ô2

(t,α0) ≡ −i⟨ψg|Ô1e−iz(t,α0 )ĤÔ2|ψg⟩, (3)

where |ψg⟩ is the many-body ground state and Ĥ is the
Hamiltonian with the ground-state energy Eg subtracted [54].
The α0 dependence of G>(t,α0) is such that for α0 = 0,
z(t, 0) = t and G>(t, 0) = G>(t ).

The evaluation of G> involves the time-evolved state

|ψ (t,α0)⟩ ≡ e−iz(t,α0 )ĤÔ2|ψg⟩ (4)

FIG. 1. Illustration of the time contours in the complex plane.

for a time interval t ∈ [0, tmax]. Due to the finite imagi-
nary part Imz(t,α0) < 0, we expect that the complex time
evolution of |ψ (t,α0)⟩ gradually projects the state to the
low-energy manifold, and therefore that it will have lower
entanglement than its real time evolved counterpart |ψ (t, 0)⟩.
In practice, its MPS representation will require a smaller bond
dimension χ to reach the same accuracy. Purely imaginary
time evolution is a limiting case, which exhibits nearly con-
stant entanglement [55] and approaches the ground state at
large time t . The specific form of the contour chosen in this
paper is designed to approximately project into the low-energy
manifold after a short time period, then remain in near-unitary
evolution afterwards. More detailed discussions on complex
time contours can be found in Appendix A.

For the lesser Green’s function we define an analogous
complex time generalization

G<
Ô1Ô2

(t,α0) = −ζ i⟨ψg|Ô2eiz(t,α0 )ĤÔ1|ψg⟩ (5)

with one important change: to suppress high-energy excita-
tions one should employ a complex time contour with an
imaginary part having the opposite sign, obtained by re-
versing the sign of the angle α0 → −α0, i.e., z(t,α0) =∫ t

0 e+iα0 f (t ′ )dt ′. Below we will primarily discuss G>(t,α0)
but an otherwise similar analysis follows for G<(t,α0). For
brevity, we omit the operator indices in G>

Ô1Ô2
(t,α0) when no

confusion arises.

B. Reconstruction of the correlation function on the real axis

The second step of the method consists in reconstructing
the function on the real axis from the complex time evolved
function G>(t,α0). The crucial balance of our approach is to
go far enough in the complex plane to reduce the rank (or
bond dimension) of the MPS, but to stay close enough to the
real axis to reconstruct the final result efficiently and to high
precision.

A natural possibility would be to use an analytical contin-
uation technique, such as MAXENT [56], as G> is related to
the spectral function as discussed in Appendix A. However,
because analytic continuation is in general an ill-conditioned
inversion problem, we prefer to use a more controlled recon-
struction technique in this paper.

We consider the perturbative expansion of G> in powers of
(−α0) starting from the complex contour α0 > 0 and evaluate
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= �ih g|Ô1| (t)i

Extrapolation



Results for a spectral function of the single impurity Anderson model
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it on the real axis α0 = 0. Formally, we have

G>(t, 0) = G>(t,α0) +
∑

n!1

(−α0)n

n!
∂n
α0

G>(t,α0). (6)

The terms of this series can be straightforwardly computed
from the auxiliary quantities:

φ(n)(t,α0) ≡ ⟨ψg|Ô1Ĥn|ψ (t,α0)⟩. (7)

The relation between the perturbative series and φ(n) can be
explicitly derived from a simple chain rule, with more details
given in Appendix B. The left hand side ĤnÔ†

1|ψg⟩ can be
obtained by representing Ĥ as an MPO and using MPO-MPS
multiplication.

In this expansion, we expect the zeroth-order term
G>(t,α0) to mainly capture the low-energy features of the
spectra. The higher-order terms ∂n

α0
G>(t,α0), which are linear

combinations of φ(l"n)(t,α0), contain transitions between the
ground state |ψg⟩ and higher-energy states generated by pow-
ers of the Hamiltonian Ĥ . We therefore expect those terms to
reconstruct the high-energy features of the spectral function.
In practice, one should choose α0 as small as possible, given a
maximum acceptable bond dimension, to minimize the num-
ber of terms required to converge the Taylor series (6) and
thereby the number of iterated powers of the Hamiltonian.

III. BENCHMARK ON THE SINGLE-IMPURITY
ANDERSON MODEL

A. Model

In this section, we benchmark our approach on the one-
band SIAM. Its Hamiltonian reads

Ĥ = Ĥloc + Ĥbath,

Ĥloc = ϵd

∑

σ=↑,↓
n̂dσ + Un̂d↑n̂d↓, (8)

Ĥbath =
Nb−1∑

b=0
σ=↑,↓

ϵbn̂bσ +
Nb−1∑

b=0
σ=↑,↓

(vbĉ†
bσ d̂σ + H.c.)

where d̂σ and ĉbσ are respectively the electron annihilation op-
erators at the impurity site and bath site b with spin σ =↑,↓.
The corresponding density operators are n̂dσ and n̂bσ . The bath
parameters {ϵb, vb} are determined by uniformly discretizing
a hybridization function '(ω) with a semielliptic spectrum
− 1

π
Im'(ω) = 2

πD

√
1 − ( ω

D )2 of half bandwidth D into Nb
intervals. We use the “natural orbital” basis, which was shown
to greatly reduce the required computational cost [57–59].

We compute the retarded Green’s function at zero
temperature:

GR
σσ ′ (t ) = −iθ(t )⟨ψg|{d̂σ (t ), d̂†

σ ′}|ψg⟩. (9)

Results presented in this section are obtained using the two-
site TDVP for time evolution with time step dt = 0.1/D
and truncation weight tw = 10−11. To generate Hn|ψ (t,α0)⟩,
we use the zip-up algorithm to apply Ĥn [60], setting a
maximum bond dimension of χmax = 1000. All computa-
tions are conducted while preserving the global U (1)charge
and U (1)Sz symmetries. Unless otherwise noted, the complex
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FIG. 2. Spectral functions obtained from (a) complex and (b) real
time evolution with different bond dimensions χ . The spectral func-
tion from real time evolution with χ = 700 is shown as a reference in
both panels. The complex time evolution is performed with α0 = 0.1
and the spectra expanded up to order n = 4. For all spectra, we set
Nb = 59, U = 2D, and Dtmax = 90. Insets shows zoom of region
around ω = 0.

time evolution is performed with α0 = 0.1, and the spectra are
reconstructed up to order n = 4. The NRG data presented in
this paper were obtained in a state-of-the-art implementation
[61–66] based on the QSPACE tensor library [67], using a
symmetric improved estimator for the self-energy [68].

B. Results

From the retarded Green’s function on the real time axis,
one can compute the spectral function:

Aσσ ′ (ω) = − 1
π

Im
∫ +∞

0
dt eitω GR

σσ ′ (t ). (10)

We show the spectral function obtained by the complex time
evolution and series extrapolation, along with ordinary real
time evolution, in Fig. 2. As a reference, we show the result of
real time evolution with a large bond dimension χ = 700. The
complex time result reproduces the entire spectrum with bond
dimensions χ ≈ 20, including both the low-energy Kondo
resonance and the high-energy Hubbard satellite structures.
In particular, the Friedel sum rule [69,70], which dictates that
A(0) = 2/(πD), is satisfied within an error of less than 0.3%
for χ = 30. In sharp contrast, the pure real time evolution
requires a much larger χ ≈ 500 to converge, especially for
low-energy properties.

Let us now focus on the low-energy part of the spectrum,
for various U . Figure 3 shows the evolution of the spectral
function and self-energy at low frequency with increasing U
values. For U > D, the real time results show strong devia-
tions around ω = 0, which increase with U (in particular a
violation of the Friedel sum rule and a loss of spectral weight).
On the other hand, the complex time results satisfy the Friedel
sum rule for all U values. Furthermore, we can extract the
Kondo energy scale kBTK , defined here as the half width at
half maximum of the Kondo peak. It decreases exponentially
with U as expected in the Schrieffer-Wolff limit [72], with
TK/D ≈ 1.88

√
D/U exp(−π UD

16 ), as shown in the inset of
Fig. 3(a). It is also in excellent agreement with previous results
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Ĥ = Ĥloc + Ĥbath

Ĥloc = ✏d

X

�=",#
n̂d� + Un̂d"n̂d#

Ĥbath =

Nb�1X

b=0
�=",#

✏bn̂b� +

Nb�1X

b=0
�=",#

(vbĉ
†
b�d̂� +H.c.)

Ex. single impurity Anderson model
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↵0 = 0.1, n = 4

The complex time result reproduces the 
entire spectrum with small bond dimensions.

(Cao, et al. PRB 2024)

Complex evolution

Real time evolution



Spectral function and imaginary time correlation
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Average by canonical ensemble
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En : energy level, O : observable, inverse temperature � = 1/kBT
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Spectral function

Imaginary time correlation
We can numerically calculate 
imaginary time correlation.

However, the inverse 
transformation is ill-posed.



Maximu entropy method for spectral function

Minus of KL-divergence

<latexit sha1_base64="wk36mPBK1SAYv+/2FfHYCTCPSnE=">AAADAHichVFLa9RQFD6Jrzo+OupGcHNxqGagHU6K1FIQWruo4KYPpy00nZBk7rR3mhfJzZQxZOPSP+CiKwVRcSFu3brxD7joTxCXFdy48OROUGpRT0jOud/5vi/n3uvGvkgl4qGmnzp95uy5sfO1CxcvXR6vX7m6nkZZ4vG2F/lRsuk6KfdFyNtSSJ9vxgl3AtfnG+7eYtnfGPAkFVH4SA5jvh04O6HoCc+RBNn1gwVjv8ksGbGlzoJhSSdrsnvMEqG0sUOpJ4esu89KliWF3+X5w0LRJlmls7xd0Zk2qu5SMVk6KZM0C+xc9AtmEGILNsV+kWzRZIuq2cmnzEIR+scI/Saz6w1soQp2sjCrogFVLEf1V2BBFyLwIIMAOIQgqfbBgZSeLTABISZsG3LCEqqE6nMooEbajFicGA6he/TdodVWhYa0Lj1TpfboLz69CSkZTOBnfINH+Anf4hf88VevXHmUswwpuyMtj+3xp9fXvv9XFVCWsPtb9c+ZJfRgVs0qaPZYIeUuvJF+8PjZ0drc6kR+C1/gV5r/OR7iR9pBOPjmvVzhqwdQowsw/zzuk8X6dMucac2s3GnM36+uYgxuwE0w6Lzvwjw8gGVog6dp2m0NNVN/or/W3+nvR1RdqzTX4FjoH34CxlW9vA==</latexit>

A(w) ! GA(⌧) =

Z 1

0
dwA(w)K̃(⌧, w) ! �2(G̃, GA) =

X

ij

(GA
i � G̃i)C

�1
ij (GA

j � G̃j)

<latexit sha1_base64="4NEkI9jk2h8r/QEF7O6SkplGh0A=">AAAC1XichVHNaxNBFH9Zba3xo1EvBS+DoZIcTCdBqghCUz/w2A/TFDrtMjudTYbOzi67k5R0yU168OLRgycFEfHP8OI/oNA/QTxW8NKDbzcLokV9w8z7zW/e7703M16kVWIpPSo5Z85OTZ+bOV++cPHS5dnKlasbSTiIheyIUIfxpscTqZWRHauslptRLHngadn19h5k592hjBMVmqd2FMntgPeM8pXgFim3Ej2qtevkPrlFmDLWpTvofDsiu/ukXduvE6YN09K3NebHXKQZN04fZiuLVa9v62VmQ8ICZRiPe26bPJ7kY6KvdlqIF1pZbq6jPidZLbdSpQ2aGzkNmgWoQmErYeUdMNiFEAQMIAAJBixiDRwSHFvQBAoRctuQIhcjUvm5hDGUUTvAKIkRHNk9XHu42ypYg/ssZ5KrBVbROGNUEpinn+l7ekw/0Q/0Kz35a640z5H1MkLvTbQycmefz63/+K8qQG+h/0v1z54t+HA371Vh71HOZLcQE/3w4OXx+r21+fQmfUO/Yf+v6RH9iDcww+/i7apcewVl/IDmn899Gmy0Gs3FxuLq7erScvEVM3AdbkAN3/sOLMETWIEO1v0CJ6Wp0rTTdcbOM+dwEuqUCs01+M2cFz8BWs6tpg==</latexit>

E(A) = �
Z 1

0
dwA(w) ln

✓
A(w)

D(w)

◆
! min argA F (A) = �2(A)/2� ↵E(A)

Analytic continuation process by the chi-square

Maximum entropy method (Gubernatis, et al. PRB 1991)

Directly assume a function form (Maximum entropy method) 

                         or a stochastic model (Stochastic analytic continuation)

<latexit sha1_base64="4HTy0Ky5vCzg1D53bIXoHPt14kU=">AAADMXichVFLb9NAEB6bVwmPBrggcVkRpXLUNFpXqCCkSgUuSBz6Im2kbhOtnY27qmMbexMrWP4D/AEOnEBCCHHkJ3DhwJVDbogb6rFIXDgw60RCEB5jeWfmm/m+nd11Il8mitKxYZ44eer0mbmzpXPnL1ycL1+6vJOEg9gVTTf0w7jl8ET4MhBNJZUvWlEseN/xxa5zeE/Xd4ciTmQYPFSjSOz3uRfInnS5QqhT/nDHSmuEeYLQOmEyUB3aRtdTI6Ir3ZSsErtUXWA+DzxfkPU263LPE7HFFB/UyLpFkR5Piqt/UGBK+l2RPcgLQp2ktTpjpSp7NOBdrTtT1iq9mLuZaGdLGiRpThaJzizmCMWXJjuneZ7Zi0WTRnXeKVdogxZGZgN7GlRgahth+RUw6EIILgygDwICUBj7wCHBbw9soBAhtg8ZYjFGsqgLyKGE3AF2CezgiB7i6mG2N0UDzLVmUrBd3MXHP0YmgSr9SF/TY/qevqFf6Pe/amWFhp5lhN6ZcEXUmX9ydfvbf1l99AoOfrL+ObOCHtwqZpU4e1Qg+hTuhD98/PR4+/ZWNVugL+gRzv+cjuk7PEEw/Oq+3BRbz6CED2D/ft2zwc5yw15prGzeqKzdnT7FHFyD62Dhfd+ENbgPG9AE11g2WgY3HPOtOTY/mZ8nraYx5VyBX8w8+gE1As9j</latexit>

A(w) � 0,

Z 1

0
A(w)dw = 1

The solution is balanced between 
the chi-square and KL-divergence.

QMC data Covariance matrix of QMC data



Stochastic analytic continuation
(White, et al. 1991, ... Review: Shao & Sandvik, Phys. Rep. 2023)

H. Shao and A.W. Sandvik Physics Reports 1003 (2023) 1–88

Fig. 1. Parametrizations of spectra in terms of a large number N! of �-functions: (a) Variable (sampled) amplitudes on a fixed frequency grid.
(b) Identical amplitudes and sampled frequencies in the continuum. (c) Variable frequencies and amplitudes. (d) A ‘‘macroscopic’’ �-function with
amplitude A0 at !0, followed by N! ‘‘microscopic’’ �-functions at !i > !0 with uniform amplitudes Ai = (1� A0)/N! . The amplitude A0 is optimized
but held fixed in a given sampling run, while !0 is sampled. (e) Equal amplitudes with monotonically increasing spacing di ⌘ !i+1 � !i . The lowest
frequency !1 is sampled along with all other frequencies with the constraint di+1 > di . The final spectrum in all cases is the mean amplitude density
accumulated in a histogram.

edge, can significantly improve the ability of the SAC method to resolve spectral details also at frequencies far away
from the feature(s) directly associated with the constraint. In previous work on sharp edges [14], a fixed frequency grid
was used and the constraints amounted to enforcing and optimizing lower and upper bounds, outside which there is no
spectral weight. This methods worked surprisingly well, e.g., when a single-peak condition was also imposed (without
any further information on the location or shape of the peak) it was possible to closely reproduce the edge divergence
at temperature T = 0 of the structure factor of the Heisenberg chain—a feat that had been impossible with previous
approaches. In practice, the optimization of a constraint, which is based on a simple statistical criterion of minimum h�2i
at fixed ⇥ > 0, can be very time consuming. Here we introduce a variety of useful constraints within the continuous-
frequency representation, where either no further optimization is required or the optimization process is much faster
than in the previous approach.

In a previous work with collaborators [16], we already implemented an SAC method incorporating a spectral edge
consisting of a single �-function, whose relative weight A0 was optimized and with the remaining weight 1 � A0 divided
over hundreds or thousands of ‘‘microscopic’’ �-functions to model a continuum; see Fig. 1(d). We here further explore
the ability of the statistical optimization scheme to find the correct value of A0. In particular, we investigate how the
optimal value converges when the statistical errors of the underlying imaginary-time data are reduced. We also generalize
the approach to a quasi-particle peak of finite width by splitting the weight A0 over several sampled edge �-functions.
This way, both broad and narrow quasi-particle peaks can be resolved to a degree far exceeding what is possible with
conventional methods.

Moving then to power-law and similar edge singularities, we introduce a constraint on the distances between the
sampled �-functions, such that the mean density of �-functions must increase monotonically when the edge is approached.
This parametrization, illustrated in Fig. 1(e), most naturally describes a divergent edge. However, with different amplitude
profiles and further constraints, both divergent and convergent spectral edges can be reproduced. We discuss the entropic
pressures of the distance-monotonic parametrization and test its ability to reliably reproduce different types of edges.
Again, we find a remarkable improvement in the fidelity of the method in resolving not just the edge, but the entire
spectral function up to its high-frequency bound. We also generalize this approach to an arbitrary (not necessarily
monotonically decaying) continuum above the edge.

A key message of our study is that removal by constraints of distortions at the lower edge of a spectrum can also reveal
features at higher frequencies at unexpected level of detail. Thus, the imaginary-time data contain ‘‘hidden information’’
that is masked when a sharp edge is not treated correctly but is revealed once the primary distortions are removed by
appropriate constraints.

Our comprehensive series of tests of different parametrizations of increasingly complex spectral functions (also beyond
those in Fig. 1) build up to a scheme capable of resolving a broad range of common edge features, with only minimal input
beyond the imaginary-time data. The method in effect is a generic curve-fitting machinery, where the type of curve is
only specified minimally (e.g., the edge takes an asymptotic power-law form, with the exponent not necessarily specified
but optimized in the process) and beyond this information the statistically best average spectrum consistent with the
input data is produced.
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large number of delta functions

fixed frequency, 
variable amplitude

variable frequency
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Fig. 4. Schematic illustration of the optimization of a parameter p regulating an appropriate constraint, with p = 0 corresponding to unconstrained
sampling using, e.g., the parametrization in Fig. 1(b). When p is increased, the configurational entropy of typical spectra is reduced, thereby allowing
h�2i to decrease even though the temperature ⇥ is kept fixed [at a value for which h�2(p = 0)i is clearly above the minimum value �2

min attainable].
When p exceeds its correct value, the spectrum becomes too constrained and the fit deteriorates rapidly. The two competing effects lead to an optimal
value popt (minimizing h�2i), which is close to the correct p of the spectrum provided that the constraint is applicable to the spectrum sought.

[and exactly how large depends on the error level of the Ḡ(⌧ ) data], ⇥ has to be lowered from 1 in order for the value of
h�2i to be statistically sound (and we will later define our criterion for statistical soundness). Unless the error level � is
extremely low, the average spectra obtained with different parametrizations are all different.

Based on our systematic investigations, we conclude that SAC in the frequency continuum has higher fidelity, and
sampling such parametrizations is also much faster than on the fixed grid. The fixed-grid results in general have
excessively sharp peaks. There are also differences between continuous-frequency spectra sampled with or without
amplitude updates, and we will show that sampling with amplitude updates often leads to better frequency resolution.
However, only sampling frequencies may be safer from the standpoint of the standard information entropic arguments,
according to which a spectrum with a larger Shannon entropy would be preferred. Indeed, we will also find (Section 11)
that SAC with only frequency updates [Fig. 1(b)] is exactly equivalent to the ME method with the conventional Shannon
entropy in the limit N! ! 1, if ⇥ and ↵ are chosen such that h�2(⇥)i in SAC equals �2(↵) of the ME spectrum. For
other parametrizations, the equivalence between the methods requires different functional forms of the entropy in the
prior probability used in ME method.

There are many possibilities to build in specific known or expected features of the spectrum, and doing so can lead
to substantial reduction or elimination of entropic pressures that distort the averaged spectrum in the absence of such
constraints. Imposing a constraint of course means that some piece of information beyond the imaginary-time data is
supplied to the solution, but this information can be of a very generic form, e.g., the spectrum should have a sharp lower
edge (which the constraints discussed in this paper will mostly be focused on). With a corresponding constraint, it should
be possible to extract unknown information on the properties of the edge, e.g., its location and details on the shape
(e.g., the width of a quasi-particle peak or the exponent governing a power-law singularity). As we will show, imposing
a constraint on the edge can also greatly improve the fidelity of the other parts of the average spectrum. In other words,
without the constraint the broadened edge will be reflected in compensating distortions also at higher frequencies, in
order for the spectrum to fit the imaginary-time data. Once the edge is treated correctly, the other parts of the spectrum
are also better reproduced, often in surprising detail.

The perhaps simplest constraint is just an imposed lower frequency bound !0 within the parametrizations in Fig. 1(a)–
(c), optimized in the generic way illustrated in Fig. 4 by running the SAC procedure for a range of values of the parameter
p = !0. Unless the true spectrum has a sharp finite step at the edge, this constraint is in general not sufficient to reproduce
the actual shape of the edge, however, though the results can still be much better than without any constraints (as we
will show with examples).

The first more sophisticated constraint studied here, following Ref. [16], imposes a macroscopic �-function at the edge
frequency !0, with an adjustable (optimized) amplitude A0. The edge is the lower bound for a set of N! microscopic �-
functions with total weight 1�A0, i.e., their individual amplitudes are Ai = (1�A0)/N! . This constrained parametrization
is illustrated in Fig. 1(d), where all the frequencies !i are sampled, including !0 (unlike the simpler edge constraints
discussed above, where !0 is optimized but held fixed during the sampling process). If the �-edge ansatz is appropriate,
!0 will fluctuate relatively weakly close to the correct position once A0 has been optimized in the way illustrated in Fig. 4
(with the generic parameter p = A0).

A different type of edge-tailored constraint, depicted in Fig. 1(e), is intended to model a sharp edge at ! = !1
followed by a continuum with monotonically decreasing spectral weight. The constraint on the equal-weight �-functions
is a monotonically increasing spacing di ⌘ !i+1 � !i. If the number N! of �-functions is sufficiently large, the average
density becomes essentially continuous and, as we will show, can well reproduce arbitrary monotonically decreasing
spectral weight. The entropic pressures in this parametrization naturally favor a divergent peak, and in certain cases no
further optimization has to be carried out. The sampling automatically adapts the spectral weight to the correct frequency
window. A non-divergent edge can be obtained by modifications of this parametrization, with a single parameter
optimized for the edge shape (including arbitrary divergent or non-divergent power law).
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Fig. 7. SAC results for the dynamic spin structure factor (red curves) at q = 4⇡/5 organized as in Fig. 6 but for L = 500 spins at T = J/500,
sufficiently low for ground state results. The spectra are compared with a T = 0 numerical BA calculation [29,82] for the same system size (black
curves). Results are shown at several values of the goodness of the fit based on simulated annealing with gradually lowered ⇥ values, similar to
Fig. 5. In this case �2

min/N⌧ = 0.619.

Fig. 8. Continuous frequency SAC results (red curves) for the dynamic structure factor of the L = 500 Heisenberg chain (same as in Fig. 7) with
the lower edge of the spectrum fixed at the known frequency !q ⇡ 0.923 for q = 4⇡/5. The BA result is shown in black. In (a) only frequency
updates were carried out while in (b) also the amplitudes were updated. In both (a) and (b), ⇥ was adjusted to give h�2i/N⌧ ⇡ 0.75 corresponding
to a = 0.5 in the criterion in Eq. (32) when applied with the lower bound imposed (in which case �2

min/N⌧ ⇡ 0.65). The insets show results for the
goodness-of-fit vs. the edge location, where in both cases ⇥ was fixed at a higher value than in the main graphs, so that h�2i/N⌧ ⇡ 1.5 in both
cases at !q = 0 (and there are no appreciable changes until !q ⇡ 0.7). The correct edge location is indicated by the vertical dashed lines.

sharpen considerably when ⇥ is further lowered. While it is difficult to reach the true �2
min value also with the other

parametrizations, the narrow peaks at low ⇥ are again suggestive of the actual �2-minimizing positive definite spectrum
consisting of four �-functions. In Appendix A we show further evidence of this behavior in results at much lower ⇥ than
in Fig. 7.

To demonstrate that the spurious second maximum, which is present at all reasonable values of ⇥ in Fig. 7, indeed is
caused by the inability of the method to resolve the sharp edge, in Fig. 8 we show results obtained with the continuous
frequency parametrizations when the lower edge of the spectrum has been fixed at its known value, which is [88]
!q = ⇡ sin(q)/2 in the thermodynamic limit (and not significantly different for L = 500 [29]). Here we observe a
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A constraint is important to improve the quality of a spectral function.

(Shao & Sandvik, Phys. Rep. 2023)



Nevanlinna analytical continuation
(Fei, Yeh & Gull, PRL 2021)
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The minus of Green function is a Nevanlinna function.
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h : C+ ! D̄, z ! (z � i)/(z + i)

Modified Schur algorithm 
     expand all contractive functions, which are holomorphic functions  mapping from

invertible Möbius transform
• Map from Nevanlinna functions one-to-one contractive functions
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C+ ! D̄ = {z : |z| < 1}

In complex analysis, a Nevanlinna function is a complex
function that is analytic in the open upper half plane Cþ and
has non-negative imaginary part, i.e., maps into Cþ (the
overline denotes inclusion of the boundary). Denoting the
class of Nevanlinna functions as N, the negative of the
Green’s functionNG ¼ −G restricted to Cþ is a Nevanlinna
function, i.e., NG∶Cþ → Cþ and NG ∈ N.
This follows directly from the Lehmann representation

of the Green’s function G,

Gðγ; zÞ ¼ 1

Z

X

m;n

jhmjc†γ jnij2

zþ En − Em
ðe−βEn þ e−βEmÞ; ð1Þ

where Em and En are eigenvalues corresponding to the
eigenstates jmi and jni of a Hamiltonian, Z is the partition
function, β is the inverse temperature, and c†γ is the creation
operator for orbital γ. Defining Q ¼ ð1=ZÞjhmjc†γ jnij2 ×
ðe−βEn þ e−βEmÞ ≥ 0 and setting z ¼ xþ yi with y > 0,
i.e., z ∈ Cþ,

Gðγ; zÞ ¼
X

m;n

Qðxþ En − Em − yiÞ
ðxþ En − EmÞ2 þ y2

; ð2Þ

and thus

ImGðγ; zÞ ¼ −
X

m;n

Qy
ðxþ En − EmÞ2 þ y2

≤ 0; ð3Þ

implying that NG ∈ N.
To perform analytic continuation from the Matsubara to

the real axis, we aim to find an interpolant for NG in the
class of Nevanlinna functions N, rather than a generic
continued fraction. By construction, this function will
pass through all Matsubara points (see Fig. 1) and
have a positive imaginary part in the upper half plane,
including just above the real axis. Spectral functions

AðωÞ ¼ limη→0þð1=πÞImfNGðωþ iηÞg are therefore
intrinsically positive, avoiding the common failure of
Padé interpolants.
We construct Nevanlinna interpolants using the Schur

algorithm [39], which is originally a continued fraction
expansion for all holomorphic disk functions mapping from
D to D̄, where D ¼ fz∶jzj < 1g is the open unit disk in the
complex plane, D̄ the closed unit disk. Schur algorithm is
modified to expand all contractive functions [40], which are
holomorphic functions mapping from Cþ to D̄. The
invertible Möbius transform h∶Cþ → D̄, z ↦ ðz − iÞ=ðzþ
iÞ on function value (with half-plane domain unchanged)
maps Nevanlinna functions one to one to contractive
functions (see Fig. 1). The Nevanlinna interpolation prob-
lem is therefore mapped into the problem of constructing
the contractive function θ, which is Möbius transformed
from NG,

θðYiÞ ¼ λi ¼ hðCiÞ ¼
Ci − i
Ci þ i

i ¼ 1; 2;…;M; ð4Þ

where Yi is the ith Matsubara frequency, Ci is the value of
NG at Yi, and λi is the value of θ at Yi.
Remarkably, there is a straightforwardly verifiable cri-

terion for the existence of Nevanlinna interpolants directly
based on input data, which is a generalization of the Pick
criterion [41,42]. Nevanlinna interpolants exist if and only
if the Pick matrix,

!
1 − λiλ%j

1 − hðYiÞhðYjÞ%

"

i;j
i; j ¼ 1; 2;…;M; ð5Þ

is positive semidefinite, and a unique solution only if it is
singular. In practice, we find that most noisy data (in
particular most Monte Carlo data) does not satisfy this
criterion, meaning that there does not exist a globally
positive and holomorphic function in the upper half plane
that passes through all Matsubara points.
The iterative construction of contractive interpolant

comes as follows. First, note that a contractive function
θðzÞ,

θðzÞ ¼
z−Y1

z−Y%
1
θ̃ðzÞ þ γ1

γ%1
z−Y1

z−Y%
1
θ̃ðzÞ þ 1

; ð6Þ

will satisfy θðY1Þ ¼ γ1 for any contractive function θ̃ðzÞ
[40]. Given an interpolation problem for j nodes,
θðYkÞ ¼ γk; k ¼ 1…j, Eq. (6) defines an interpolation
problem for the j − 1 nodes Y2;…; Yj for θ̃. The equation
results from Schur’s expansion for any disk function with
known value γ1 at the origin [43] by the conformal map
g∶Cþ → D, z ↦ ðz − Y1Þ=ðz − Y%

1Þ, projecting the origin
in D to Y1 in Cþ.

FIG. 1. Analytic continuation setup with fermion Matsubara
points at iωn and real frequency axis ω. The retarded Green’s
function is evaluated η (small) above the real axis. Inset: Möbius
transformof theclosedupperhalfplane C̄þ to theclosedunit disk D̄.
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• Interpolation problem
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✓(z)[z; ✓M+1(z)] =
a(z)✓M+1(z) + b(z)

c(z)✓M+1(z) + d(z)
Solution

Free contractive function



Demonstration of Nevanlinna analytical continuation
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✓M+1(z) =
HX

k=0

akf
k(z) + bk[f

k(z)]⇤
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F [A✓M+1(w)] = |1�
Z

A✓M+1(w)|2 + �

Z
A✓M+1(w)

2

Optimize

Hardy basis expansion

Equation (6) suggests an iterative algorithm starting from
the original interpolation problem for θ1 ¼ θ of M points,
which defines an interpolation problem θ2 for M − 1
points, which in turn defines an interpolation problem θ3
for M − 2 points, etc. Concatenating these interpolation
problems results in a continued fraction form for θ.
Denoting θjðYjÞ ¼ ϕj to be the point ignored by the
interpolant θjþ1, there is a freedom to choose an arbitrary
contractive function θMþ1 at the last step that is reduced
from θMðYMÞ ¼ ϕM fulfilling the interpolation problem.
As we will show below, this freedom can be used to satisfy
additional criteria, such as smoothness.
The recursive final θ can conveniently be written in a

matrix form [40,43],

θðzÞ½z; θMþ1ðzÞ& ¼
aðzÞθMþ1ðzÞ þ bðzÞ
cðzÞθMþ1ðzÞ þ dðzÞ

; ð7Þ

where

!
aðzÞ bðzÞ
cðzÞ dðzÞ

"
¼

YM

j¼1

! z−Yj

z−Y'
J

ϕj

ϕ'
j
z−Yj

z−Y'
j

1

"
; ð8Þ

with j increasing from left to right. θ is then back trans-
formed to a Nevanlinna interpolant via the inverse Möbius
transform h−1, NGðzÞ¼h−1½θðzÞ&¼ i½1þθðzÞ&=½1−θðzÞ&.
In practice, we found that solving these equations required at
least quadruple precision.
The choice of θMþ1 is still to be discussed. Any

contractive function will yield a valid interpolation and
spectral function, and therefore this freedom can be used to
select the “best” of all consistent spectral functions. It is
natural to expand θMþ1 into a set of basis functions and
optimize the resulting spectral function in some norm as a
function of those basis function coefficients. As we
demonstrate below, a constant θMþ1 results in spectral
functions with oscillations. We therefore employ the free-
dom in choosing θMþ1 to eliminate these oscillations and
obtain the smoothest possible spectral function. Other
criteria, such as proximity to a trial function that is either
featureless or exhibits a desired feature, are possible but
have not been pursued here.
The Hardy space H2 [44] in Cþ consists of holomorphic

functions whose mean square value on ωþ iη remains
bounded as η↓0. The Hardy basis fkðzÞ ¼ 1=½

ffiffiffi
π

p
ðzþ

iÞ&½ðz − iÞ=ðzþ iÞ&k and its conjugate (see Fig. 2) generate
functions in the contractive function space with rapid
variations at low frequency. Expanding θMþ1 ¼PH

k¼0 akf
kðzÞ þ bk½fkðzÞ&' allows us to determine the

complex coefficients ak and bk by minimizing a smooth-
ness norm such as F½AθMþ1

ðωÞ& ¼ j1 −
R
AθMþ1

ðωÞj2þ
λ
R
A00
θMþ1

ðωÞ2, where the first term enforces proper nor-
malization while the second term promotes smoothness by

minimizing second derivatives (we typically use λ ¼ 10−4

and H ¼ 25). In our implementation, we used a conjugate
gradient minimizer of the Dakota package [45] to minimize
the norm and eliminate oscillations from the spectral
function.
Finally, we remark that the moments of the Green’s

function, which are known analytically from commutator
expansions [46], can be enforced explicitly. This is known
as the Hamburger moment problem [47], and combinations
with the Schur algorithm are straightforward [48]. In our
simulations, which predominantly used data accurate to
double precision, we found that nonuniform grids [49,50]
with data at large Matsubara frequencies contained enough
moment information that an explicit enforcement of the
moments did not yield any advantage in practice. A
combination may become useful if fits to noisy
Monte Carlo data are attempted.
Figure 3 shows the results of the method for four

prototypical spectral functions: an off-center δ-peak “level”

FIG. 2. Real and imaginary parts of the 3rd and 20th Hardy
functions and conjugates used in the optimization, plotted in the
upper half complex plane.

FIG. 3. Continuation with and without Hardy function opti-
mization. Off-centered δ peak (top left), Gaussian (top right),
two-peak scenario (bottom left), and a three-peak scenario
(bottom right). β ¼ 100, IR grid [49,51] with 36 Matsubara
positive frequency points.
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(top left), a centered Gaussian (top right), a double-peak
“pseudogap” scenario (bottom left), and a three-peak
structure with a second, smaller peak hidden behind the
first peak. Black lines show input data that is then back-
continued to the imaginary axis in double precision as an
input for the interpolation algorithm.
We show two sets of results from Nevanlinna continu-

ation that both interpolate all Matsubara points and are
intrinsically positive and normalized. First, the result of an
interpolation using a constant function θMþ1 ¼ 0. For the δ
function, the interpolation is very close to the original data.
However, other curves display artificial oscillations. The
number of these oscillations increases as additional
Matsubara points are fit. Nevertheless, the approximate
shape of the original spectral function is evident in all
interpolations.
Next, we exploit the additional freedom to find the “best”

function among all possible interpolants by minimizing the
functional F½AθMþ1

ðωÞ& with 25 Hardy basis coefficients
and their conjugates. Other choices of functionals, includ-
ing minimizing

R
A2ðωÞ while keeping

R
AðωÞ constant,

yield similar results. As is evident in Fig. 3, the minimi-
zation eliminates all oscillations and produces a spectral
function that is both smooth and very close to the original
data, while not destroying the sharp features of the δ peak in
the top left panel.
We now turn to Fig. 4. Shown are k-resolved DFT Kohn

Sham eigenvalues (the “band structure”) of solid Si in the
LDA approximation at the Γ and the X point, obtained on
an 8 × 8 × 8 grid in the gth-dzvp-molopt-sr basis [52] with
gth-pbe pseudopotential [53]. The eigenvalue spectrum at
the k points shown is backcontinued to the Matsubara axis
in double precision, at T ¼ 316 K and with 52 nonuniform
[49] IR basis [51] Matsubara points, for each orbital
individually, and then analytically continued. Shown are
Nevanlinna (blue) and maximum entropy continuations
(orange). It is evident that Nevanlinna resolves the delta
peaks at the right locations, even at very high energy,
whereas ME only obtains the approximate area, but not the
sharp unperturbed levels at high energy. Continuations

performed with stochastic optimization method (SOM)
[54,55] and sparse modeling (SpM) [56] show behavior
similar to ME. Continuations performed with Padé (not
shown here) generally show peaks at the correct locations
but with incorrect peak heights. In addition, Padé contin-
uations exhibit negative spectral weight at large frequen-
cies. Continuations of this type often appear in correlated
simulations of real materials, where the spectral function
broadening due to electron correlations needs to be dis-
tinguished from a broadening due to analytic continuation
deficiencies. Our method, which is able to capture both
broad features near the Fermi energy and sharp features
away from it, therefore offers the unique capability of
accurately resolving band structure at high energy. The fact
that sharp features are resolved, despite Hardy function
smoothing, hints at the severe restriction of the functions
available within the Nevanlinna space.
To illustrate the power of the method in a difficult

realistic correlated setting, we show near-Fermi-energy
results from a self-consistent GW [1] calculation of
SrVO3 in Fig. 5, from ME (top) [27] and Nevanlinna
(bottom panel). For methods details and physics discussion
see Ref. [57]. Shown are experimental Photoemission
Spectroscopy (PES) [58] and Bremsstrahlung Isochromat

FIG. 4. LDA band structure (Kohn Sham eigenvalues, DOS) of
solid Si (blue, exact) at the Γ and the X point, as well as
Nevanlinna (black) and ME (red) continuations of the corre-
sponding Green’s functions. T ¼ 316 K, 52 nonuniform [49] IR
basis [51] Matsubara positive frequency points.

FIG. 5. Orbital-resolved realistic band structure of SrVO3 from
self-consistent GW continued with ME (top) and with Nevan-
linna (bottom) [57]. PES denotes photoemission spectroscopy,
BIS bremsstrahlung isochromat spectroscopy, and “rest” sum-
marizes all remaining orbitals.
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This method could hold the analytic 
structure of Green function and resolve 

both sharp and smooth features.

(Fei, Yeh & Gull, PRL 2021)
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Summary: numerical approaches for dynamical quantities

Time correlation 

• Glauber dynamics of quantum system 
     C. Hotta, T. Yoshida, and K. Harada, Phys. Rev. Res. 5 (2023) 013186. 

• Extrapolation from complex time evolution by tensor networks 
     X. Cao, Y. Lu, E. M. Stoudenmire, and O. Parcollet, Phys. Rev. B 109 (2024) 235110. 

Spectral function 

• Stochastic analytical continuation 
     H. Shao and A. W. Sandvik, Phys. Rep. 1003 (2023) 1. 

Green function 

• Nevanlinna analytical continuation 
    J. Fei,  C.-N. Yeh, and E. Gull, Phys. Rev. Lett. 126 (2021) 056402.


