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神経情報処理の舞台を探る	
  
-­‐自発発火と皮質回路のコラボレーション-­‐	


理化学研究所BSI、JSTさきがけ	
  
寺前順之介	
  

	
  
(コメント質問等は	
  
teramae@riken.jp)	
  

自己紹介	


寺前順之介	
  
　出身は群馬、大学から京都	
  
	
  
博士までは物理	
  
　学部までは素粒子論、	
  
　修士からは非線形科学	
  
	
  
ポスドクから理論神経科学	
  
　割と不純、最初は本当に全く分からなかった	
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「理論神経科学」とはいったい何なのか？	


「理論」である事で何が出来るのか？	
  
•  定量的な予言の精度向上	
  
　　　　　　　　（「定量的」に考えて初めて見える事がある）	
  

•  「情報」「情報処理」に関する新しい原理の発見	
  
•  新しいデータの見方の提示（データ解析手法）	
  

武器は何か？	
  
•  数値計算？（△今だけ、将来的には誰でも簡単に）	
  
•  論理的な思考？（×当たり前。みんなしてる。）	
  
•  定量的な脳科学の知見	
  
•  数学	
  
•  情報科学	
  
•  理論物理の手法	


これらがやがて	
  
「理論神経科学」に	


今日の概要	


1. 大脳皮質の自発発火活動	
  
	
  
2. 大脳皮質の局所回路（少し）	
  

3. 課題	
  

4. 局所回路と自発発火	
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大脳皮質の自発発火活動	


感覚刺激の入力がなくても、	
  
皮質神経細胞は活動を続けている　＝　自発発火活動	
  

多くの人工物とは異なる	


自発的持続発火活動	
  
spontaneous	
  ongoing	
  ac@vity	
  

大脳皮質の自発発火活動	
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Destexhe	
  et	
  al.	
  2003	
  Nat.	
  Rev.	
  Neurosci.	


Takekawa	
  et	
  al.	
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皮質自発活動の特徴	


ランダムに見える　	
  
　　　　　　→　“Background	
  noise”	


皮質自発活動の特徴	


1.	
  発火時系列の不規則性が高い	
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皮質自発活動の特徴	


1.	
  発火時系列の不規則性が高い	


coefficient	
  of	
  variance	
  (CV,変動係数)　	
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皮質自発活動の特徴	


The Journal of Neuroscience, January 1993, 73(l) 337 

to determine into which histogram any particular value of At, 
should be placed. 

Because the histograms with highest R only contained the 
earliest spikes of the few fastest trains, they typically had far 
fewer spikes than the intermediate histograms (see Fig. 2). None- 
theless, these fast histograms usually contained enough spikes 
to be statistically significant, judging by the error bars in C,, as 
calculated below. In addition, the fastest histograms had mean 
rates typically twice as fast as the cell’s average (adapted) re- 
sponse to a strong stimulus over l-2 sec. 

The parameters At, c~,, and C,. were then calculated from each 
of the 10 histograms [without using R,(t)]. Error bars were de- 
rived from the counts in individual histogram bins by treating 
those bin counts as Gaussian random variables. For example, 
if M,, counts fall in a single bin At, then we assume the uncer- 
tainty in M,, is g.,, = fl, and we propogate errors as random 
variables to get 

and 

The resulting C, values were plotted against At (Fig. 3) for all 
but the slowest two histograms for each cell (i.e, for all histo- 
grams within which the instantaneous rate varied by no more 
than 33%). C, values from histograms with less than 10 counts 
were also excluded, so that each cell contributed eight or fewer 
points to a plot of C, . This entire normalization procedure was 
repeated for each of our 249 cells. Had C, been calculated only 
from the total ISI histogram for a single cell (i.e., without using 
the multihistogram method), equally high values would have 
resulted (C, = 0.7-l. l), but such histograms would have con- 
founded high and low firing rates and would thus have been 
difficult to interpret. 

Inaccuracy ef analysis method 
The statistics of spike trains are not precisely defined for non- 
stationary processes. But we are only concerned with the ap- 
proximate variability of the spike train, so let us suppose for 
the moment that our data represent a simplified process in which 
each ISI was generated randomly, according to some distribu- 
tion with fixed C, and variable rate. Would the analysis method 
described above reveal the true (generating) value of C,,? We 
will discuss some ofthe limitations ofthis multihistogram anal- 
ysis method, and then show a simulation that suggests that our 
method is indeed suited to our purposes. 

The above method underestimated C, for low firing rates, 
because some long ISIS were excluded from their proper his- 
tograms. Some spike trains were only 500 msec long; thus, ISIS 
longer than that duration obviously could not be counted. A 
more stringent limit was the width of the IS1 histogram from 
which C, was calculated (100 bins of 1 msec each), which trun- 
cated the tails of IS1 distributions with large At and high C, 
(e.g., At 2 25 msec). In all these cases, truncating the tail of a 
broad IS1 distribution artificially narrows the histogram, and 
reduces the estimated C, below its true value. 

In other cases, this analysis overestimated C, . This artificial 
broadening of the IS1 histogram can occur, for instance, when 
the firing rate changes during the rate-averaging period i a 
smooth variation in firing rate would be misconstrued as a high 
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Figure 3. Variability of neurons in areas V 1 and MT. C, characterizes 
the normalized width ofa histogram. The scattered points were obtained 
from ISI histograms like those in Figure 2 (only points with At 5 30 
msec are shown). Squares are reliable points (u,,/C, 5 0.1); pluses are 
less reliable C, values. The main systematic bias of the analysis method 
was to underestimate C, for large ISIS (Al 2 20 msec). The slightly 
higher firing rates of the Vl neurons resulted from the choice of such 
faster neurons for analysis; no other differences are apparent between 
the two areas. 

random variability. Although this effect obviously occurs during 
the onset of spike adaptation (in the early part of the PSTH, 
when the average rate changes most quickly), it can also occur 
at the lowest rates measured for one cell, for which a single 
histogram has a higherfractional variability than at higher rates 
(e.g., a 60-90 Hz histogram contains 33% frequency variability, 
vs. 10% for a 270-300 Hz histogram). 

A further artifact occurred at high firing rates, when the width 
of a single time bin ( 1 msec) becomes comparable to the shortest 
ISIS observed (At = 2 msec). This effect is most pronounced 
when the true histogram is very narrow and steep sided, so that 
the “rounding error” (about 0.5 msec) induced by shifting each 
IS1 to a neighboring bin changes the histogram’s width signifi- 
cantly. 

In order to quantify these combined effects, we numerically 
simulated spike trains with the following characteristics: (1) each 
IS1 was generated by a gamma probability distribution with 
constant and known C,, variable mean rate, and a resolution 
of 1 msec; (2) each train was 500 msec long; (3) the mean rate 
dropped linearly to 0.33 of its starting value within 250 msec 
(modeling adaptation); (4) starting rates for different trains were 
chosen to give a range of At = 2-30 msec (comparable to the 
monkey ISIS) between the very fastest and very slowest mean 
ISIS observed. The more variable of these artificial trains looked 
just like real trains from monkey. At each c‘, , 500 simulated 
trains at different rates were analyzed together by our normal- 
ization method described above. In addition, the slowest 100 
trains were separately analyzed, to resolve better the slowest 
ISIS. 

The comparison of the C, values yielded by this analysis with 
the C,. of the random processes generating the trains (Fig. 4) 
confirms the two points outlined above: this method system- 
atically overestimates C, when both C, and At are low, and 
systematically underestimates C, when both are high. But for 
fast-firing, highly variable cells-like those observed in our anal- 
ysis-this method introduces a systematic bias that is no greater 
than a few percent. 

While our normalization method seems to account for spu- 
rious effects introduced by a variable firing rate, there remains 
the fact-not modeled by the foregoing simulation-that c’, 
itself can vary as well. In fact, this changing C, is observed in 

SoYky	
  &	
  Koch	
  1993	
  JNS	


1.	
  発火時系列の不規則性が高い	
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皮質自発活動の特徴	


2.	
  異なる細胞間では発火は同期しない	


皮質自発活動の特徴	
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Renart	
  et	
  al.	
  2010	
  Science	
  

2.	
  異なる細胞間の発火相関が低い	




20120206	


7	


皮質自発活動の特徴	


744 | SEPTEMBER 2003 | VOLUME 4  www.nature.com/reviews/neuro

R E V I EW S

POWER SPECTRUM

After analysing a waveform with
a Fourier transform, its
amplitude spectrum is the
collection of amplitudes of the
sinusoidal components that
result from the analysis. The
power spectrum is the square of
the amplitude spectrum.

COLOURED NOISE

White noise is a signal that
covers the entire range of
component sound frequencies
with equal intensity. In coloured
noise, the signal covers a narrow
band of frequencies.

Box 1 | Synaptic noise

The term ‘synaptic noise’ is commonly used to describe the irregular subthreshold dynamics of the membrane potentials of
neurons in vivo, which are caused by the discharge activity of a large number of presynaptic neurons.Despite carrying
neuronal information, this activity seems to be nearly random, resulting in stochastic dynamics of the membrane
potential, with statistical properties and a broadband POWER SPECTRUM that resemble those of COLOURED NOISE.Panel a shows
synaptic ‘noise’ in neocortical neurons in vivoduring activated periods with a desynchronized electroencephalogram
(EEG).Panel b illustrates a detailed biophysical model of synaptic noise in a reconstructed layer VI pyramidal neuron, with
Na+ and K+ channels in dendrites and soma.Randomly releasing excitatory (n! 16,000) and inhibitory (n! 4,000) synapses
were modelled using AMPA ("-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid) and GABAA (#-aminobutyric acid
subtype A)-receptor kinetics17. Their distribution in soma and dendrites was based on ultrastructural measurements1.
Panel c shows a ‘point conductance’model of synaptic noise; a single-compartment model with two global excitatory (ge)
and inhibitory (gi) synaptic conductances,modelled by stochastic processes69.Panel d shows the results of dynamic-clamp
induction of synaptic noise in neocortical neurons in vitro. In each case,an example of the membrane potential time course
(left), its amplitude distribution (middle) and its power spectral density (right; logarithmic scale) are shown. The power
spectral densities were computed in the absence of spikes (hyperpolarized,or using passive models). In all cases, the
distributions were approximately symmetric,and power spectral densities were broadband and behaved as a negative
power of frequency (1/fk, k! 2.6; green lines) at high frequencies (as expected for low-pass filtered noise). The data used for
the analysis in dwere kindly provided by M. Badoual and T. Bal.
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d  Dynamic-clamp experiments

a  In vivo experiments

b  Detailed biophysical models
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  et	
  al.	
  2003	
  Nat.	
  Rev.	
  Neurosci.	


静止膜電位	
 発火しきい値	


3.	
  膜電位が持ち上がり、大きく揺らぐ	


皮質自発活動の特徴	


ランダムに見える　	
  
　　　　　　←→　ランダムではない	




20120206	


8	


4.	
  興奮性入力と抑制性入力はバランス	
  
　（興奮性集団と抑制性集団の活動度がバランス）	


皮質自発活動の特徴	


Haider	
  et	
  al.	
  2006	
  JNS	
  

mirrors the intensity of neuronal population activity as repre-
sented by the LFP (Fig. 7B) (r 2 ! "0.81). This relatively linear
relationship of IPSC intensity to the LFP is also observed when
comparing the IPSC amplitude with the magnitude of MU activ-
ity recorded nearby (data not shown). This indicates that increas-
ing excitatory drive in the local network results in a rapid and
proportional activation of inhibitory currents within single neu-
rons during the body of the Up state.

Although the precise ratio of excitation to inhibition is unique
for each neuron, there is a remarkable linearity for this relation-
ship, both within single neurons (Fig. 7C, as indicated by color
and number), and across the entire population (n ! 8) during
recurrent network activity. The majority of neurons cluster
around a ratio of equal excitation and inhibition (dashed line),

with individual cells showing biases toward either excitation
(four of eight cells; below dashed line) or inhibition (three of
eight cells; above dashed line). Nonetheless, the average reversal
potential in the population during this time period (500 ms) was
"37.2 # 6.5 mV, indicating a nearly equal contribution for exci-
tation and inhibition ("37.5 being halfway between our values
for Ee ! 0 mV and Ei ! "75 mV). This proportionality for Ge and
Gi within the population of neurons was exhibited for the dura-
tion of the stable portion of the Up state, despite 21.1 # 10.6 nS of
average conductance change (Table 1).

Discussion
Here, we have shown that the conductance in pyramidal cells
caused by spontaneous network activity in vivo is remarkably well
balanced between excitation and inhibition, and that this propor-
tionality is maintained and remains stable during fluctuations in
total membrane conductance. This proportionality is the result
of the interaction between recurrent excitation and feedback in-
hibition, which scales with the level of activity present in the local
network. This stable, balanced activity keeps neurons at a noisy
and elevated level of depolarization near their firing threshold.

Synaptic conductance measurements in vivo
The conductance values we have measured here in vivo are in
agreement with the values we have previously measured in vitro
(Shu et al., 2003a) and are in agreement with other studies
(J. S. Anderson et al., 2000; Wehr and Zador, 2003). Contrary to
recent reports asserting that inhibitory conductances are twofold
to threefold larger than excitatory conductances during sponta-
neous activity in vivo (Rudolph et al., 2005), we find that our
excitatory and inhibitory conductance estimates, derived from
isolated synaptic currents recorded across a large voltage range,
exhibit, on average, nearly equal proportionality.

Our measurements reflect the cumulative contributions of
excitation and inhibition arriving at proximal portions of the
neuron, and, importantly, near the action potential initiation
site (Stuart et al., 1997). Our measurements, like all somatic
recordings, cannot make rigorous estimates of synaptic events
in the distal dendrites. Our conductance estimates are ratios of
the overall excitatory and inhibitory drive contained in the
local network, and this precise mixture of currents—arriving
at the soma—will determine spike initiation. It is likely that
unique distributions of ligand and voltage-gated channels af-
fect the ratio of excitatory and inhibitory conductances in
more distal compartments (Migliore and Shepherd, 2002).
Moreover, somatically recorded estimates of distal synaptic
events may be affected by the nonlinear characteristics of py-
ramidal cell dendrites (Spruston et al., 1993; Schaefer et al.,
2003). However, by using both QX-314 and Cs $ in our re-
cording solution, we increase Rm and attenuate the decay of
excitatory currents spreading from the proximal dendrites,
which receive the majority of excitatory inputs in neocortex
(Peters, 2002), allowing our measures to include more of the
total excitatory synaptic current arriving in the neuron as a
whole. Because inhibitory synapses dominate excitatory syn-
apses in perisomatic regions, our measures may be biased to-
ward inhibition. Indeed, this somatic dominance of inhibition
may explain previous suggestions that inhibitory conduc-
tances are much larger than the excitatory conductances (Ru-
dolph et al., 2005). Additionally, our measures of the variance
of the membrane potential during the Up state (on segments
of data with no action potentials and which contain no state
transitions) (see Materials and Methods), are significantly

Figure 7. Excitatory and inhibitory conductances are proportional and balanced during Up
states. A, Plot of calculated excitatory and inhibitory conductances in a single neuron during the
course of the Up state (0 –500 ms, indicated by progressive movement through color bar) shows
that excitation and inhibition remain proportional and nearly equal despite large changes in
total conductance (slope of linear fit, m ! 0.98; r 2 ! 0.78). Note that the start of the Up state
shows a deviation toward excitation, but rapidly swings toward inhibition and thereafter ex-
hibits a balance between the two. B, Scatterplot of IPSC magnitude versus the amplitude of the
nearby (%500 !m) LFP during the course of the Up state. The intensity of IPSCs mirrors the
intensity of population activity (r 2 ! "0.81) over time. Correlation is negative since down-
ward deflections of the LFP indicate network activation. C, Excitation and inhibition are propor-
tional and balanced both within and across neurons during recurrent network activity. Scatter-
plot of excitatory versus inhibitory conductances for a population of neurons (n ! 8), calculated
for 500 ms from the start of the Up state. Note the linear relationship for each individual neuron,
as well as the clustering around a ratio of equal excitatory and inhibitory conductances (Ge ! Gi;
dashed line; 4 of 8 cells biased toward excitation, 3 of 8 cells toward inhibition, 1 of 8 cells
approximately equal; population reversal potential, "37.2 # 6.5 mV).

4542 • J. Neurosci., April 26, 2006 • 26(17):4535– 4545 Haider et al. • Balanced Excitation and Inhibition In Vivo

4.	
  正確な時系列が時々見られる	


皮質自発活動の特徴	


SPATIOTEMPORAL STRUCTURE OF CORTICAL ACTIVITY 2861

FIG. 3. Examples of PFS types. A : a 3-
unit (3-U) PFS õ5,2,6;31,52ú composed
of spikes fired by 3 different units; B : a
2-U PFS õ1,4,4;55, 148ú composed of
spikes fired by two different units; C : a
1-U PFS (õ13,13,13; 208,313ú) , com-
posed of spikes emitted by a single unit.
Each of the PFSs in these examples was
found in the PFS searching process as a sig-
nificant event. Then a research for their oc-
currences was carried out through all the
data. Each piece of data, containing the ap-
propriate PFS, was aligned so that the 1st
spike of the PFS would be at time 0. Vertical
straight line at time 0 is composed of the
1st spikes of the PFS. Observed jitter of
the 2nd and 3rd spike columns reflects the
allowed {1 jitter in the PFS searching pro-
cess. Numbers under each of the type names
indicates relative proportion of PFS types.
For each of the types, both the mean propor-
tion per session and the weighted mean
(numbers inside parenthesis) are given.
Mean proportion was computed by first
computing the percentages of the 3 types
in each session and then averaging across
sessions. Weighted mean was computed by
first pooling together all the PFSs (of all
sessions) and then computing the percent-
ages.

RELATION BETWEEN PFSS AND PERIODIC OSCILLATIONS. To PFSs of all the recording days showed no tendency of any
interval to be dominant. It should be mentioned that in all thetrace any signs of neuronal rhythmic activity, we analyzed

the distribution of intervals found for SU pairs. Usually these data (including the 25 currently analyzed sessions), 3.8% of
cells were found to demonstrate clear oscillatory activity in thehistograms were too sparse for computing their power spectra;

therefore they were checked manually and found to contain no range of 1–2 Hz. This frequency is not expected to be reflected
in the structure of PFSs with a maximal time window of 450traces of oscillations in terms of peaks located around intervals

of a specific frequency and its harmonics. Furthermore, the ms. We thus conclude that the PFSs in our data are not related
to single unit oscillatory activity.global distribution of the intervals (t1 , t2), computed for all the

J222-7/ 9k28$$my45 05-12-98 12:59:14 neupa LP-Neurophys

Prut	
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  1998	
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4.	
  正確な時系列が時々見られる	


皮質自発活動の特徴	
eral hours. The subset of active cells dy-
namically drifted over tens of minutes (Fig.
3D and fig. S5); on average, 30.8 ! 3.1%

of cells that were activated during a movie
were reactivated in any subsequent movie,
despite there being no prominent changes

in the total number of activated cells across
movies (fig. S5A).

Sequences had specific topographic
structures, in some cases involving only a
particular layer or a vertical column of cells
or cells located in a cluster (Fig. 4, A and
B, and fig. S3B). Moreover, the spatial
trajectory of the activation also precisely
repeated and could follow the same direc-
tion with sequential steps. Therefore, re-
peating temporal patterns of activation,
themselves statistically unlikely to emerge
by chance, were associated with a struc-
tured spatial organization of the neurons
that formed them.
Neuronal synchronization associated

with the occurrence of repeated sequenc-
es. One prediction of the “synfire” hypoth-
esis is that repeating sequences should be
specifically associated with synchroniza-
tions of the network (5 ). Consistent with
this prediction, calcium transients were
overwhelmingly produced by UP states
(Fig. 2, B and C), which are reflections of
circuit synchronization (13, 14 ). Also, time
histograms of coactive cells demonstrated
intermittent synchronization of spontane-
ous activity (Fig. 4C) (13). The synchroni-
zation appeared to be aperiodic, as assessed
by Fourier analysis (fig. S6). To quantify
synchronicity, we determined the P value
of synchrony level as a function of time
(Fig. 4C, red trace), defined as a probability
that the same or higher level of coactivation
could occur by chance in 1000 ISI-shuffled
surrogates. In 52.1% of repeated sequences,
the P value during the sequences fell below
0.05 (n " 2983 sequences), far in excess of
what we found in ISI-shuffled data (13.6%
of sequences with P # 0.05; P ## 0.001,
chi2 test). Our analysis likely underesti-
mates true synchronicity because we only
image neurons in the plane of focus, which
are a minority of the neurons present in the
brain slice. Synchronization increased as a
function of sequence repetition (Fig. 4D),
suggesting that sequences were replayed
with increasing synchrony.
Cortical songs: modular assemblies of

repeated sequences. When examining the
temporal pattern of repeated sequences on
larger time scales, we noticed that series of
sequences could be repeated in the same
sequential order (Fig. 4C). These superse-
quences, referred to here as “cortical
songs,” were detected in 32 out of 54 mov-
ies. Each cortical song consisted of two to
eight sequences (average 6.2 ! 0.1, n "
2636 songs in 54 movies) and was repeated
two or three times. The number of cortical
songs found ranged from 0 to 321 per
movie, averaging 48.8 ! 11.4 (n " 54
movies), far in excess of the number of
songs that can emerge after shuffling of
sequences (fig. S7). A sequence could par-

Fig. 3. Repeated motifs during sequential reactivation of identical cells. Properties of the repeated
optical sequences. (A) Set of neurons with precise sequences of calcium transients (V1 slice). Ten
cells (red) reactivated with exact timings between their transients (“sequence”) (top panel). In the
same raster plot, a four-cell sequence (blue) is reactivated four times (middle panel). This four-cell
sequence also acted as a part of the 10-cell sequence. Bottom panel shows all sequences detected
in the same raster plot. (B) Simultaneous recording of intracellular motifs and repeated sequences.
Raster plot displays a group of four cells activated in the same sequence during the time at which
a motif and its repeat are detected simultaneously in the intracellular recording (gray, upper trace)
of a layer 5 pyramidal cell. (C) The precision of the repetition is constant with the duration of the
sequence. (D) Probability that cells active during a period from 0 to 2 min were reactivated in
subsequent movies (means ! SEM of six movies). (E to G) Spike sequences occur more frequently
than expected by chance. Three independent methods of spike shuffling were used to examine how
frequently sequences emerge by chance, as assessed by comparing the number of sequences in real
spike trains (original raster plot) and their surrogates. Zero to five frames of jitter were allowed for
repeated sequences. Data in Fig. 4A were analyzed (means ! SD). (E) The intersignal intervals (ISI)
were transposed at random within each cell in order to eliminate temporal correlation between the
events. (F) Events were shuffled across cells while keeping their timings unchanged so as to
preserve population modulation of event timings such as synchronization. (G) Spikes were
exchanged between any pair of cells while maintaining their timings. The exchange procedures
were repeated twice as many times as the number of spikes in the raster plot. In this randomization,
event frequency within each cell and population modulation are both retained.
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Wij!viAij. (2)

As in Equation 1, both logarithm of Aij and logarithm of vj were normally
distributed with 0 mean and unit SD.

Lognormal firing rates for row matrices. Here we explain why the ele-
ments of the principal eigenvector of row matrices have a broad lognor-
mal distribution (Fig. 4 D). Consider the eigenvalue problem for the row
matrix represented by Equation 10. It is described by the following:

!
j!1

N

viAijfj ! fi. (3)

Equation 3 can be rewritten in the following way:

!
j!1

N

Aijvj

fj

vj
!

fi

vi
. (4)

Thus, the vector yi ! fi/vi is the eigenvector of the column matrix Aij

(compare with Eq. 1). As such, it is a normally distributed quantity with
a low coefficient of variation as shown in Figure 3:

yi"1. (5)

This approximate equality becomes more precise as the size of the weight
matrix goes to infinity. Therefore, we conclude that

fi"vi. (6)

Because Aij and vj are lognormal, both Wij ! viAij and its eigenvector fi "
vi are also lognormal.

Nonlinear learning rule. Here we show that the nonlinear Hebbian
learning rule given by Equation 11 can yield row matrix as described by
Equation 2 in the state of equilibrium. In equilibrium, Ẇij ! 0 and
Equation 11 yields

Wij ! ""1

"2
#

1
1##

fi

$

1##fj

%

1##Cij. (7)

Here Cij is the adjacency matrix (see Fig. 5B) whose elements are equal to
either 0 or 1 depending on whether there is a synapse from neuron j to
neuron i. Note that, in this notation, the adjacency matrix is transposed
compared with the convention used in the graph theory. The firing rates
of the neurons fi in the stationary equilibrium state are themselves com-
ponents of the principal eigenvector of Wij as required by Equation 10.
After substituting Equation 7 into Equation 10, simple algebraic trans-
formations lead to the following:

fi $ "!
j

Cijfj

%

1###
1##

1#$##
$ $1 & '̄ i%

1##

1#$##. (8)

Because the elements of the adjacency matrix are uncorrelated in our
model, the sum in Equation 8 has Gaussian distribution with small coef-
ficient of variation vanishing in the limit of large network. Therefore, the
variable 'i describing relative deviation of this sum from the mean ('̄i) for
neuron i is approximately normal with variance much smaller than 1.
Taking the logarithm of Equation 8 and taking advantage of the smallness
of variance of 'i, we obtain the following:

lnfi %
1 ( #

1 ( $ ( #
'i. (9)

Because 'i is normal, fi is lognormal (see Fig. 5B). In the limit $ & #3 1,
the variance of the lognormal distribution of fi diverges according to
Equation 9. Thus, even if 'i has small variance, firing rates may be broadly
distributed with the SD of its logarithm reaching unity as in Figures 5 and
7. The nonzero elements of the weight matrix are also lognormally dis-
tributed because, according to Equation 7, weight matrix is a product of
powers of lognormal numbers fi. These conclusions are discussed in

more detail in the supplemental material 1 (available at www.jneurosci.
org as supplemental material).

Details of computer simulations. To generate Figures 5–7, we modeled
the dynamics described by Equation 11. Temporal derivatives were ap-
proximated by discrete differences Ẇij " 'Wij/'t with time step 't ! 1,
as described in more detail in supplemental material 1 (available at www.
jneurosci.org as supplemental material). The simulation included 1000
iterative steps. We verified that the distributions of firing rates and
weights saturated and stayed approximately constant at the end of the
simulation run. For every time step, the distribution of spontaneous
firing rates was calculated from Equation 10 taking the elements of the
principal eigenvector of matrix Wij. Because the eigenvector is defined up
to a constant factor, the vector of firing rates was normalized to yield 0
average logarithm of its elements. This normalization was performed on
each step and was intended to mimic the homeostatic control of the
average firing rate in the network. A multiplicative noise of 5% was added
to the vector of firing rates on each iteration step. The parameters used
were $ ! # ! 0.4, % ! 0.45, "1 ! 8.2 ( 10#3, "2 ! 0.1 in Figures 5 and
6, and $ ! # ! 0.36, % ! 0.53, "1 ! 6.9 ( 10#3, "2 ! 0.1 in Figure 7.
Parameters $, #, and % were adjusted to yield approximately unit SDs of
the logarithms of nonzero synaptic weights and firing rates. As $ & #3
1, the variance of the logarithm of synaptic weights increases (Eq. 9).
Because in the case of inhibitory neurons (Fig. 7) the adjacency matrix
had negative elements and had therefore larger variance than in the case
of no inhibition (Figs. 5, 6), parameters $ and # had to be decreased
slightly in Figure 7 compared with Figures 5 and 6 as described above.
Parameters "1 and "2 provide the overall normalization of the weight
matrix. These parameters could be regulated by a slow homeostatic pro-

Figure 1. Lognormal distributions in cerebral cortex. A, B, Distribution of spontaneous firing
rates in auditory cortex of unanesthetized rats follows a lognormal distribution (Hromádka et
al., 2008). Measurements with the cell-attached method show that spontaneous firing rates in
cortex vary within several orders of magnitude. The distribution is fit well by a lognormal
distribution with some cells displaying firing rate above 30 Hz and an average firing rate of )3
Hz (black arrow). The error bars show 95% confidence intervals by bootstrapping. C, D, The
distribution of synaptic weights for intracortical connections (Song et al., 2005). To assess this
distribution, pairs of neurons in the network were chosen randomly, and the strength of the
connections between them was measured using electrophysiological methods (Song et al.,
2005). Most connections between pairs are of zero strength: the sparseness of cortical network
is)20% even if the neuronal cell bodies are close to each other so that the cells have a potential
to be connected (Stepanyants et al., 2002; Thomson and Lamy, 2007). This implies that, in
)80% of such pairs, there is no direct synaptic connection. The distribution of nonzero synaptic
efficacies is close to lognormal (Song et al., 2005), at least for the connectivity between neurons
in layer V of rat visual cortex. This implies that the logarithm of the synaptic strength has a
normal (Gaussian) distribution.
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Hromadka	
  et	
  al.	
  2008	
  PLoS	
  Biol.	
  

5.	
  発火率が低い	


皮質自発活動の特徴	


Current Biology, Vol. 13, 493–497, March 18, 2003, 2003 Elsevier Science Ltd. All rights reserved. DOI 10.1016/S0960-9822(03)00135-0

The Cost of Cortical Computation

rat neocortex. Neurons in human neocortex are largerPeter Lennie*
Center for Neural Science than those in rat and receive and make more synapses,

but they are not otherwise known to differ in their basicNew York University
4 Washington Place structure or organization [5]. Thus, with appropriate

scaling of parameters for the larger neurons, Attwell andNew York, New York 10003
Laughlin’s analysis can be used to estimate the energy
consumed by a pyramidal neuron in human neocortex.

In different mammals, the number of neurons underSummary
a unit area of cortical surface is relatively constant
(!100,000/mm2 ), except in primate striate cortex, whereElectrophysiological recordings show that individual
it may be twice as high [6]. Increasing brain size bringsneurons in cortex are strongly activated when en-
an increase in cortical thickness and a proportionatelygaged in appropriate tasks, but they tell us little about
lower density of neurons [5, 6] without an increase inhow many neurons might be engaged by a task, which
cell body size, which remains approximately constant atis important to know if we are to understand how
15 !m diameter [7]. The volume of axons and dendritescortex encodes information. For human cortex, I esti-
increases with cortical thickness. This reflects an in-mate the cost of individual spikes, then, from the
crease in the lengths of dendrites and axons without anknown energy consumption of cortex, I establish how
increase in diameter [5]. Table 1 summarizes relevantmany neurons can be active concurrently. The cost of
statistics for human cortex.a single spike is high, and this severely limits, possibly

to fewer than 1%, the number of neurons that can
be substantially active concurrently. The high cost of Postsynaptic Potentials
spikes requires the brain not only to use representa- Individual synapses are assumed to be the same in rat
tional codes that rely on very few active neurons, but and human neurons, so the energy costs associated
also to allocate its energy resources flexibly among with transmitter uptake and release will be the same,
cortical regions according to task demand. The latter as will the current flow through receptor channels. Given
constraint explains the investment in local control of (from Table 1) 7 " 108 synapses per mm3 of cortex,
hemodynamics, exploited by functional magnetic res- and 40,000 neurons/mm3, the average neuron will make
onance imaging, and the need for mechanisms of se- 17,500 synaptic contacts. If we use this number, and
lective attention. assume a 50% failure rate [8, 9], the cost of EPSPs

arising from a single spike will be 1.2 " 109 ATP mole-
cules [4].Introduction

The coding principles used to represent sensory infor- Spike Propagation
mation in the cortex are not well understood. Although it The cost of propagating an action potential in an unmy-
is widely agreed that the analysis is organized in distinct elinated axon is proportional to its surface area. The
modules, within a system that is both parallel and hierar- same principle holds for action potential invasion of the
chical [1], we know relatively little about the roles of soma and dendrites. From Table 1, the average cell has
individual neurons. In particular, we do not know 100 mm of intracortical axon (axon collaterals confined
whether a representation involves activity in many or to gray matter; the analysis ignores myelinated seg-
few neurons. Barlow [2, 3] argued that very few active ments of axon that leave cortex and reenter it) and 10
neurons were used, but this proposition has never been mm of dendrites. These lengths are 2.5 times greater
systematically evaluated. It has now become tractable. than in rodent [5], and the spike propagation cost (9.2 "
In what follows, I use recent analyses of energy con- 108 ATP molecules per spike [4]) is correspondingly
sumption to estimate the normally sustainable spiking greater.
activity in neurons of human neocortex. I show that
neural activity is very costly, and that a little of it has to Neurotransmitter Release and Recycling
go a long way. Calcium influx associated with release of a vesicle, exo-

cytosis and endocytosis, and the uptake conversion and
Results and Discussion recycling of a glutamate molecule by an astrocyte alto-

gether consume 2.3 " 104 ATP per vesicle released [4].
The Cost of a Spike With a 50% failure rate at 17,500 synapses, the overall
The cost of a spike arises in restoring ionic balances cost of recycling glutamate released by a spike will be
perturbed by synaptic potentials and the action potential 2.1 " 108 ATP.
and in the release and reuptake of neurotransmitter at The aggregate cost of a spike is 2.4 " 109 ATP mole-
synapses. Attwell and Laughlin [4] made a detailed bio- cules. Figure 1A shows the breakdown of component
physical analysis of these costs for a single neuron in costs. For the average pyramidal cell, the largest cost

is EPSPs, followed by the cost of transmission along
the axon. Transmitter release and recycling each ac-*Correspondence: pl@cns.nyu.edu
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1.  発火時系列の不規則性が高い	
  
2.  異なる細胞間での相関が低い	
  
3.  膜電位が持ち上がり、大きく揺らぐ	
  
4.  興奮と抑制のバランス	
  
5.  正確な時系列もある	
  
6.  発火率が低い	


皮質自発活動の特徴	


ここまでは、ダイナミクスの特徴。	


皮質自発活動の特徴	


自発活動は、	
  
刺激により誘起される活動（evoked	
  ac@vity）	
  

と関連する。	
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Dynamics of Ongoing Activity:

Explanation of the Large Variability
in Evoked Cortical Responses

Amos Arieli, Alexander Sterkin, Amiram Grinvald, Ad Aertsen*

Evoked activity in the mammalian cortex and the resulting behavioral responses exhibit
a large variability to repeated presentations of the same stimulus. This study examined
whether the variability can be attributed to ongoing activity. Ongoing and evoked spa-
tiotemporal activity patterns in the cat visual cortex were measured with real-time optical
imaging; local field potentials and discharges of single neurons were recorded simul-
taneously, by electrophysiological techniques. The evoked activity appeared determin-
istic, and the variability resulted from the dynamics of ongoing activity, presumably
reflecting the instantaneous state of cortical networks. In spite of the large variability,
evoked responses in single trials could be predicted by linear summation of the deter-
ministic response and the preceding ongoing activity. Ongoing activity must play an
important role in cortical function and cannot be ignored in exploration of cognitive
processes.

A o 28 56 84 112 ms
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When a stimulus is presented repeatedly,
the variability of the evoked cortical re-
sponses is often as large as the response
itself, both in anesthetized (1) and in
awake, behav-ing animals (2). The standard
approach has been to adopt a "signal-plus-
noise" model, assuming that an individual
evoked response is composed of a reproduc-
ible signal added to uncorrelated noise. The
signal is then recovered experimentally
from the noise by averaging over repeated
trials (3). This approach tacitly assumes
that variability reflects "noise," which is a
nuisance for cortical processing and could
be overcome by the brain by appropriate
averaging over populations of neurons (4).
Numerous articles deal with the question of
wNhat the source of variability in the brain is
(5, 6). This issue of the reliability of cortical
responses must be resolved in order to de-
termine whether the neural code for infor-
mation transfer in the brain requires the
averaged activity of many neurons (7).

Ongoing cortical activity is far from be-
ing just noise (8). In fact, the spontaneous
activity of a single neuron is not an inde-
pendent process but is time-locked to the
firing or to the synaptic inputs from numer-
ous other neurons, all activated in a coher-
ent fashion, even without sensory input.
Often the coherent ongoing activity is as
large as evoked activity. Therefore, ongoing
activ-ity must have a major influence on
sensory processing. We present evidence for
the hypothesis that cortical evoked activity
comprises a reproducible stimulus response
and a dynamically changing ongoing activ-

Department of Neurobiology, Weizmann Institute of Sci-
ence, Post Office Box 26, Rehovot 76100, Israel.
'Present address: Department of Neurobiology and Bio-
physics, Institute of Biology l1l, University of Freiburg,
Freiburg, Germany.

ity, presumably reflecting varying brain
states (9).
We tested the above hypothesis by ana-

lyzing the spatiotemporal dynamics in sin-
gle-trial responses to visual stimulation
(moving gratings). Experiments were car-
ried out on six anesthetized, muscle-relaxed
adult cats as described elsewhere (8, 10).
Activity was measured in the visual cortex
(areas 17 and 18), combining real-time op-
tical imaging and electrophysiological re-
cordings. A 2-mm-square area of primary
visual cortex, stained with the voltage-sen-
sitive dye RH795, was imaged onto a 12 x
12 array of photodiodes. Simultaneously,
spike discharges of two isolated neurons and
the local field potential (LFP) were record-
ed from a microelectrode inserted into the
exposed area. Optical and electrical signals
were continuously sampled every 3.5 ms for
periods of 70 s.

Real-time optical imaging with the use of
voltage-sensitive dyes measures, at millisec-
ond time resolution, the membrane poten-
tial changes of populations of neuron pro-
cesses (I I). It emphasizes synaptic input,
and hence, the signal is similar to the LFP
(8, 12). We analyzed the dynamics of the
nonaveraged activities in single trials and
their organization in space and time (13,
14). This analysis enabled us to assess the
extent to which individual cortical response
patterns are influenced by the instantaneous
network state. Optically recorded images to-
gether with traces of the simultaneously re-
corded LFP and spike trains are shown in
Fig. IA for two responses to a repeated
visual stimulus. The large variability re-
vealed in the optically imaged responses re-
sembles the well-known variability in the
lEP and single-neuron recordings. The fact
that the response variability of synaptic pop-

I

Time 0
response onset

I_.L_a
i

Fig. 1. Evoked activity in response to repetitive
stimulation exhibits large variability. (A) Two indi-
vidual responses (a and b) to a repeated visual
stimulus [bottom trace in (B)]: The images (1a,b)
show the activity in a 2 mm by 2 mm area of
cortex, taken at different times from response on-
set. Activation above the mean level is coded in
red, suppression in blue, as indicated by the color
scale (right); full scale corresponds to a fractional
change of -5 x 10-5). The small square in the
first image marks the site, above the microelec-
trode, from which the optical traces (2a,b) were
taken. Note the large variability in the evoked re-
sponse, also reflected in the LFP (3a,b) and single-
neuron spike trains (4a,b), both recorded simulta-
neously with the optical signals. The absence of
slow components in the LFP is due to high-pass
filtering above 3 Hz. (B) Average evoked re-
sponse: The optical images and signals, LFP, and
single-unit activity were averaged, triggered on
the onset of 34 visual stimuli (drifting full-field grat-
ing) in the preferred orientation of the recorded
unit.

ulation activity, measured optically and in
LFP, is at least as large as the response itself
argues against the assumption that averaging
over local neuron populations would elimi-
nate response variability (4). Averaging
over trials (Fig. IB) does remove this vari-
ability and extracts the reproducible re-
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the LFP is restricted to frequencies below
about 20 Hz, we expect our prediction to
perform well for up to 50 ms after response
onset. We calculated the predicted response
by adding the initial state, a single frame
(Fig. 3B, second row), to the averaged re-
sponse, a series of frames (Fig. 3B, first row).
The result of such prediction (Fig. 3B, third
row) corresponds well to what we actually
measured (Fig. 3B, fourth row). We applied
this procedure to all of the data (1190 trials
from six cats) and compared the predicted
responses, trial by trial, with the measured
responses.

Particularly good examples of the predic-
tion are shown in Fig. 4A for three consec-
utive trials in a recording session, examin-
ing the images obtained 28 ms after re-
sponse onset. Note that the predictions for
different trials vary only in their initial
states. The variability among these initial
states (first column) is so large and the
patterns are so heterogeneous that the
evoked activity in single trials (second col-
umn) looks very different each time. Yet, in
all of these cases we obtained excellent
predictions of the evoked activity pattern
(third column), in spite of the large vari-
ability. Such good predictions were ob-
tained for many of our trials, for periods of
tens of milliseconds after response onset.
Subtracting the initial state (first column)
from the measured response (second col-
umn) leaves a net pattern ([M - I], last
column): a single-trial estimate of the re-
producible response to this particular stim-
ulus. These net patterns are very similar,
whereas the measured patterns (second
column) are variable, suggesting that "re-
moval" of the ongoing activity from the
measured response does markedly reduce
the response variability. We do not know
if the lack of a perfect match among the

A Initial Measured Predicted [M - I]
state response response

to
2 0§

3 @e

net patterns should be attributed solely to
the change of ongoing activity from the
initial state or whether, in addition, it
reflects deviations from the simplified, lin-
ear model.

To quantify the performance of the pre-
diction, we measured the correlation coef-
ficient between predicted and measured re-
sponse patterns as a function of time from
response onset for all the data (Fig. 4B).
The long-lasting high correlation shows
that a deterministic response added to a
varying initial state does indeed approxi-
mate the varying individual response. Not
surprisingly, the quality of the prediction
declines with time from response onset.
This decline occurs because the prediction
procedure (Fig. 3B) reduces the ongoing
activity dynamics to a single snapshot (the
initial state). Specifically, it does not take
into account that the ongoing activity con-
tinues to change while the evoked response
unfolds. Evidently, we cannot directly mea-
sure the ongoing pattern during that time.
We could estimate the expected time
course of this change, however, by deter-
mining the autocorrelation of the optically
measured activity patterns, triggered on the
response onset (Fig. 4C). The left-hand part
of the graph describes the statistical behav-
ior of the ongoing activity up to the mo-
ment of response onset, and the right-hand
part shows the statistical behavior of the
activity after the initiation of the response.
Clearly, the background ongoing activity
has a very similar time course to the evoked
activity (the evoked activity lasted for
-100 ms). In fact, the remarkable similarity
between the two halves of the graph indi-
cates that, on average, the ongoing dynam-
ics are not affected by the response. The
excellent resemblance between the curve in
Fig. 4B and the left-hand part of Fig. 4C

B 1 --- C

shows that the gradual decline in the qual-
ity of prediction can indeed be attributed to
the progressing deviation of the ongoing
activity from the initial state (the curve in
Fig. 4B and the right-hand part of Fig. 4C
are identical mathematically).

The brain often does not respond in the
same way to a repeated stimulus, even
though cortical neurons are able to respond
with remarkable temporal accuracy (5, 17).
Because of this variability, found also in
awake, behaving monkeys (2), it has been
assumed that the signal is contaminated by
the brain's "noise." Our findings provide
experimental evidence to support the hy-
pothesis that the processing of sensory input
in the visual cortex involves the combina-
tion of a deterministic response and ongo-
ing network dynamics. The relation be-
tween ongoing activity and evoked re-
sponse in first approximation is linear (18).
The combination of these components ac-
counts for the large response variability in
individual trials. It is well established that
the ongoing activity measured by the elec-
troencephalogram (EEG) is correlated to
behavioral state and cognitive processes
(16). In previous work (8, 19), we charac-
terized the ongoing activity measured opti-
cally, showing that it is strongly correlated
with the local EEG and is composed of
highly structured, ever-changing patterns of
coherent activity. Taken together, these
findings indicate that old notions of what is
"noise" in brain activity may have to be
revised. Because the ongoing activity is of-
ten very large, we would expect it to play a
major role in cortical function. It may pro-
vide the neuronal substrate for the depen-
dence of sensory information processing on
context and on behavioral and conscious
states. Indeed, the ongoing activity also af-
fects the behavior of the awake macaque

1*
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Fig. 4. Quality of prediction of the response. (A) Three consecutive single-
trial responses (1 though 3) to the same visual stimulus, showing the initial
state, the measured response 28 ms later, and the predicted response at
that time. Subtracting the initial state from the measured response yielded
the net pattern [M - I]. (B) Quality of prediction, assessed by the correlation
coefficient between predicted and optically measured activity patterns as a
function of time from response onset. The curve shows the mean correla-
tion; the error bars denote the standard error of the mean (n = 35 recording
sessions). (C) Autocorrelation of optically measured activity patterns, trig-

gered on the response onset (time 0). The right-hand curve shows the
correlation coefficient between the ongoing activity at time 0 Oust before
response onset) and the evoked activity. The left-hand curve shows the
correlation coefficient between the same ongoing activity at time 0 and the
ongoing activity before stimulus onset. After calculating the correlation
coefficient for each pixel in the matrix at a certain delay, we simply summed
all the pixels (because we did not see any consistent temporal differences
between the different pixels). The insets in (B) and (C) show the correlations
over prolonged time.
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We then investigated what fraction of spon-
taneous action potentials were related to the
patterns of population activity and to the func-
tional architecture (19). We computed the his-
togram of correlation coefficients, showing the
number of frames occurring for any given value
of correlation coefficient, over an entire imaging
session (Fig. 3A). The symmetric shape of the
histogram, centered on 0, indicates that the state
of the network has no bias toward the PCS of

any given neuron. We also calculated the anal-
ogous histogram only for the times at which the
monitored single neuron fired an action poten-
tial (Fig. 3B). We refer to this histogram as the
activity histogram. In contrast to the first sym-
metric histogram shown in Fig. 3A, the activity
histogram exhibits a significant bias toward pos-
itive correlation values. This implies that a ma-
jority of the spontaneous action potentials occur
when the population activity is positively corre-

lated with the neuron’s functional architecture.
In order to obtain the probability that a neuron
will fire an action potential at any given value of
the correlation coefficient, we divided the bot-
tom histogram by the top one (Bayes rule),
which resulted in a steadily increasing function
past a certain threshold. To obtain the predicted
instantaneous firing rate of a neuron, we further
divided this probability by the duration of the
time frame (Fig. 3C). At low values of correla-
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Preferred cortical state 
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Fig. 1. (A) The experimental setup for real-time optical imaging (6–8).
(B) (Upper row) Movie frames depicting the development in time of
a single condition orientation map in response to a presentation of
vertical gratings. Frames are 9.6 ms apart. Only the changes in light
intensity are shown here. Light patches show maximum activation
and correspond to vertical orientation domains; the darker patches
are also activated (subthreshold activation) although to a smaller
extent. They correspond to the horizontal orientation columns as
shown in the lower row. Clipping range: !F/F " 4 # 10$4 where F is
the fluorescence intensity. (Lower row) Same as in upper row for the
differential orientation map. !F/F " 7 # 10$4. (C) The neuron’s PCS
for the evoked session shown in (B). !F/F " 4 # 10$4. (D) The single
condition orientation map, as shown in (B). !F/F " 4 # 10$4.

Fig. 2. Relation between the action potentials of
a single neuron and the population state of the
network. (A) Black trace: stimulus time course.
Red trace: correlation coefficient of the instan-
taneous snapshot of population activity with the
PCS pattern. Green trace: observed spike train of
evoked activity with the optimal orientation for
that neuron. Blue trace: reconstructed spike train
(16). The similarity between the reconstructed
and observed spike trains is evident. Also, strong
upswings in the values of correlation coefficients
are evident each time the neuron emits bursts of
action potentials. Every strong burst is followed
by a marked downswing in the values of the
correlation coefficients. (B) The same as (A), but
for a spontaneous activity recording session
from the same neuron (eyes closed). (C) The
neuron’s PCS, calculated during evoked activity
and used to obtain both (A) and (B). (D) The
cortical state corresponding to spontaneous ac-
tion potentials. The two patterns are nearly
identical (correlation coefficient 0.81). (E and F)
Another example of the similarity between the
neuron’s PCS (E) and the cortical state corre-
sponding to spontaneous activity (F) from a
different cat obtained with the high-resolution
imaging system (correlation coefficient 0.74). Clipping range: !F/F " 1 # 10$4.
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Spontaneous cortical activity—ongoing activity in the absence of
intentional sensory input—has been studied extensively1, using
methods ranging from EEG (electroencephalography)2–4,
through voltage sensitive dye imaging5–7, down to recordings
from single neurons8,9. Ongoing cortical activity has been shown
to play a critical role in development10–14, and must also be
essential for processing sensory perception, because it modulates
stimulus-evoked activity5,15,16, and is correlated with behaviour17.
Yet its role in the processing of external information and its
relationship to internal representations of sensory attributes
remains unknown. Using voltage sensitive dye imaging, we
previously established a close link between ongoing activity in
the visual cortex of anaesthetized cats and the spontaneous firing
of a single neuron6. Here we report that such activity encom-
passes a set of dynamically switching cortical states, many of
which correspond closely to orientation maps. When such an
orientation state emerged spontaneously, it spanned several
hypercolumns and was often followed by a state corresponding
to a proximal orientation.We suggest that dynamically switching
cortical states could represent the brain’s internal context, and
therefore reflect or influence memory, perception and behaviour.
To determine the existence of spontaneously occurring states that

correspond to cortical representations of orientations and charac-
terize their dynamics, we chose to explore cat area 18, where most
cells are selective for stimulus orientation, and therefore robust
functional maps corresponding to different orientations are readily
revealed. We used voltage sensitive dye imaging, which emphasizes
synaptic membrane potential changes (similar to intracellular
recordings from large populations of neurons18,19). We recorded
activity continuously in 30-s sessions (3,072 frames spaced 9.6ms
apart, covering a cortical area up to 4 £ 7mm) both in the presence
and absence of stimulation (full field oriented gratings, see Methods
for details). We used the evoked data to construct single-condition

and full-orientation maps, and used spatial correlation coefficients
between single frames of ongoing activity and the evoked maps to
evaluate similarity. Figure 1 illustrates the resemblance between a
spontaneous single frame (Fig. 1b), its best correlated orientation
map (Fig. 1a), and a single evoked frame (Fig. 1c). On average, the
maximal correlation coefficient for evoked frames with any par-
ticular map was only 10 ^ 5% higher than the maximal correlation
coefficients seen for spontaneous frames (0.63 and 0.58 respectively
in the example of Fig. 1). It is pertinent to note that the correlation
coefficients between twomaps obtained using the same stimulus, but
in different recording sessions, usually ranged between 0.7 and 0.8.

To establish that such intrinsic orientation states occurred spon-
taneously much more frequently than expected by chance, we
constructed control ‘artificial orientation maps’ (see Methods).
We compared the distribution of correlation coefficients between
spontaneous frames and the orientation maps (Fig. 2, red) with the
corresponding distribution obtained using the control maps (Fig. 2,
blue). Although both distributions were symmetrical around zero,
the one computed with the real orientation maps was much wider.
Specifically, whereas the maximal correlation coefficient with con-
trol patterns rarely exceeded 0.2 (less than 1% of the time), the
corresponding values for the real orientationmaps reached values as
high as 0.6, with themeanmaximal value across all hemispheres and
imaging sessions being 0.5 ^ 0.1. Overall, the threshold for signifi-
cant correlation (P , 0.01) was found to range between j0.18j and
j0.22j using any of the control patterns. For subsequent analysis we
conservatively set the threshold for significant correlation at j0.25j.
Using this threshold, we found that states corresponding to orien-
tation maps arise spontaneously about 20% of the time. Further-
more, we found that the amplitude of the most highly correlated
spontaneous states was on average only 30% lower than the
amplitude of the most highly correlated evoked single frames (see
Supplementary Information SI1 for additional information).

To characterize the distribution of spontaneous occurrences of
different orientation states, we quantified the occurrence of spon-
taneous frames that were significantly correlated with each of the
orientation maps. The obtained distribution was biased to states
corresponding to one of the cardinal orientations (08 and 908). An
example from one hemisphere is shown in Fig. 3a. Overall, themaps
corresponding to the two cardinal orientations appeared 20%more
often than those corresponding to the two oblique ones (458 and
1358), but this dynamical bias for different cats was highly variable,
ranging from 10% to 80% (see example from three extreme cases in
Fig. 3b, green). Additionally, states corresponding to oblique maps
emerged with smaller correlation coefficients than cardinal ones
(Fig. 3b, blue). These results indicate a strong dynamical over-

Figure 1 Comparing instantaneous patterns of spontaneous and evoked activity to the
averaged functional map. a, The orientation map using full-field gratings of vertical
orientation, obtained by averaging 165 frames (5 frames from each trial starting from

100ms after stimulus onset, over 33 stimulus presentations). b, A map obtained in a

single frame from a spontaneous recording session. c, A single frame from an evoked

session using the same orientation as for the map. Amplitude was computed as described

in Methods.

 

Figure 2 Spontaneously emerging orientation states. Red, example of the distribution of
correlation coefficients between the horizontal map and spontaneous frames over an

entire session. Blue, the same, using an inverted map. Each distribution was fitted to a

gaussian to compute the significance level, j0.25j for P , 0.01. The distribution was

similar regardless of control maps used. Actual significance values were computed from

the histograms resulting from correlations with all maps. Note that although low-pass

filtering the frames and maps predictably increased the value of the correlation

coefficients, the number of ‘significant frames’ remained similar, as the control correlation

coefficients increased proportionally.
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representation of the cardinal orientations, and are in agreement
with recent observations of orientation anisotropies in area 18 of the
cat visual cortex20,21. Interestingly, in our voltage sensitive dye maps,
we did not observe any consistent over-representation of the cortical
areas corresponding to the cardinal orientations. This result is in
agreement with some of the previous findings22 (unlike the large
bias reported for the ferret23,24). This finding is intriguing, under-
scoring the importance of exploring both function and dynamics.

To examine the extent of the cortical area spanned by a given
spontaneously emerging cortical state, we divided evokedmaps into
two non-overlapping regions (illustrated in Fig. 3c), and examined
how each region correlated with the corresponding area in each of
the instantaneous frames of ongoing activity. We found that most of
the time when the significance level was crossed, the two non-
overlapping regions of the state emerged either simultaneously
(Fig. 3d, plus signs) or in a close temporal proximity (circles).
The results are illustrated by Supplementary Information SI2 (a
movie) and additional examples are shown in Supplementary
Information SI3.

Finally, in order to study the intrinsic states of spontaneous
population activity and their dynamics without explicitly using
any stimulus-derived orientation maps, we applied a well-known
Kohonen map algorithm25. We began with an initial set of 40
random templates (frames) located on a closed circle, onto which
the spontaneous single frames are mapped by finding the template
that is closest to each frame. A Kohonen algorithm was applied to
gradually update the templates so that in the end they characterize
the hidden low-dimensional order in high-dimensional population
activity (see Methods). A Kohonen algorithm was chosen for the
analysis of the recordings because it required only spontaneous
data, and did not necessitate prior assumptions about the number
of hidden states. Although the templates were learned exclusively
from the spontaneous data without making any use of the stimulus-
evoked orientation maps, many of the ‘learned templates’ (after the
algorithm converged) exhibited strong similarity to the orientation
maps obtained from the evoked data. Figure 4A (bottom traces)
depicts the templates that had highest correlation coefficients with

three of the orientation maps (top traces).
Because most of the final templates were good approximations to

single-condition orientation maps, they could be used for estimat-
ing the orientation preference (OP) map. To this end, every
template was assigned an orientation according to its position on
the circle by selecting the template corresponding to horizontal
orientation and adding an equal angle of 4.58 (1808 divided by 40,
the number of templates) to every subsequent template, and the OP
of every pixel was then obtained by standard vectorial summation of
the corresponding templates. The angle map calculated this way is
shown in colour in Fig. 4B (right panel) together with the OP map
obtained with visual stimulation (Fig. 4B, left panel). The similarity
between these two maps is remarkable: the spontaneous activity
alone contained most of the information about the OP maps.
Figure 4Ca shows the orientation of the map that had the highest
spatial correlation coefficient to each learned template. Note the
systematic transitions between neighbouring orientations encoun-
tered as one moves along the set of templates. The values of the
corresponding correlation coefficients are shown in Fig. 4Cb. The
maximal correlation coefficients reached values as high as 0.8 for
cardinal orientations, but were significantly lower for oblique
orientations, in accordance with our findings of representation
asymmetry.
Using the obtained templates, we analysed the dynamics of the

spontaneous activity by looking at the temporal sequence of the
templates onto which consecutive frames were mapped (Fig. 4Da,
and movie in Supplementary Information SI4). Long epochs of
smooth transitions between neighbouring templates were clearly
present in the data. To check that these long epochs could not be
explained merely by temporal correlations in the population
activity (that is, the fact that spontaneous single frames have a
finite rate of change), we performed a control analysis by generating
artificial templates that had spatial structure and mutual cross-
correlations similar to those of the original templates (see
Methods). Using these synthetic templates indeed resulted in

Figure 3 Dynamics of ongoing activity. a, Example of the distribution of occurrence of the
different orientation states. b, The relationship between orientation and number of
spontaneous occurrences of that orientation state (blue), or maximal correlation

coefficient (green) (average from three hemispheres). c, Illustration of two non-
overlapping patches on the map from Fig. 1a. d, Example of the time course of the
correlation coefficients between each of the selected areas on an evoked map, and single

frames from spontaneous activity sessions. Significance lines are plotted in accordance

with Fig. 2a. Plus signs, synchronous occurrences of patches; circles, times of phase lag.

    

  

  

Figure 4 Spontaneous states revealed using a Kohonen algorithm. A, Top, three single-
condition orientation maps. Bottom, three Kohonen templates best correlated with those

maps. B, Left, evoked orientation map. Right, full orientation map computed using the 40
Kohonen templates. Ca, Orientation of the map that is maximally correlated to each
Kohonen template. Cb, Correlation coefficient between each template and the
corresponding orientation map. The dashed line indicates the significance level

(P , 0.01) obtained with control synthetic templates (see Methods). Da, Position of a
best-matching Kohonen template as a function of time. Db, Position of best-matching
template from a set of control templates.
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PETHs, under an inhomogeneous Poisson model. After the initial
100 ms of tone stimuli, spike timing relative to onset is looser.
However, use of the mcc measure in the late response period
(300–500ms after event onset) suggested that temporal relation-
ships between neurons are preserved throughout sensory
responses and upstates (Figures S5, S8A). With natural sound
stimuli, neurons can exhibit stimulus-locked timing later into
the stimuli, presumably in response to acoustic features in this
period (Figure S9).

Preservation of Sequential Structure in Unanesthetized
Animals
To verify that the above results, obtained under urethane anes-
thesia, generalize to unanesthetized animals, we performed
three further recordings in unanesthetized subjects in a passive
listening condition (see Experimental Procedures). As previously
reported for resting animals (Luczak et al., 2007; Petersen et al.,
2003; Poulet and Petersen, 2008), spontaneous global fluctua-
tions in network activity were seen, although the length and
depth of downstates was reduced compared to the anesthetized
condition (Figures 4A and 4B). Consistent sequential activation
of neurons between tone responses and upstates was again
seen (Figures 4C–4E; Runanesth: spont-ton = 0.53 ± 0.17; p < 0.001
for all three data sets), with rank correlation analysis indicating
a significant homology of single trials to the population mean
(Figures 4F and 4G, t test: p < 0.01 for each experiment). Again,
temporal relationships between cells persisted after the imme-

Figure 4. Preservation of Sequential Struc-
ture between Sensory-Evoked and Sponta-
neous Events in Unanesthetized Animals
(A and B) Representative raw data plots from an

unanesthetized, head-fixed subject in a passive

listening paradigm. Again, global fluctuations in

activity are seen, although downstates are typi-

cally shorter than they are under anesthesia.

(C and D) Similar analysis as in Figures 3B and 3C,

showing preservation of individual neurons’ PETH,

and conservation of sequential structure.

(E) Conservation of mcc across tones and sponta-

neous events in unanesthetized animals (similar

analysis to Figure 3E).

(F and G) Histograms of rank correlations between

mean spike times for single tone presentation and

average across all tones and spontaneous events,

respectively.

diate onset period, as shown by correla-
tion of mcc in the entire stimulated and
unstimulated periods (Figure S8A).

Sequential Structure of Sensory-
Evoked Responses in
Somatosensory Cortex
To investigate whether consistent tem-
poral patterns are specific to auditory
cortex, or a more general feature of
cortical processing, we conducted addi-
tional experiments in somatosensory

cortex (three rats, urethane anesthesia). Sensory responses
were evoked by whisker stimulation (200 ms long air puffs
with 1 s interstimulus interval; Figure 5A). As in auditory cortex,
consistent temporal profiles of activation were observed
between spontaneous and evoked events (R = 0.57 ± 0.12,
Figures 5B and 5C).

Conserved Constraints on Population Firing
Rate Vectors
Population spike patterns thus show constrained temporal struc-
ture that is largely conserved across stimuli and spontaneous
upstates. However, the number of spikes fired by a given neuron
can vary strongly with the stimulus. We next asked whether the
possible combinations of neural firing rates, like the temporal
pattern of spikes, were subject to conserved constraints across
stimuli and spontaneous events. For this analysis we therefore
discarded temporal information and summarized each popula-
tion pattern by a vector containing the firing rates of each
recorded neuron during the first 100 ms after stimulus or upstate
onset.
To gain insight into the nature of constraints on firing rates, we

initially focused on cell pairs. Figure 6A illustrates, for one pair of
cells, the number of spikes fired in individual upstates (black
dots), responses to a representative tone (green), and responses
to a natural sound (red). The region occupied by upstate spike
counts has a triangular shape, suggesting the presence of a
constraint on the possible spike count combinations: if neuron
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because fluctuations around these means were aligned along
a direction similar to that of spontaneous fluctuations. This was
further supported by repeating the analyses of Figures 6E and
6F after eliminating noise correlations by shuffling, and directly
shifting the mean vectors (Figure S10).
To obtain an estimate of the strength of these constraints on

population rate vectors, we next asked what the volumes of
the spaces outlined by spontaneous events and sensory
responses were (note that as MDS does not preserve volume,
this cannot be determined from Figure 6D). Volumes were esti-
mated by calculating the square root determinant of the cell-
by-cell spike count covariance matrix (see Figure S11). Volumes
were expressed as a fraction of the volume that would be avail-
able to a population displaying the same range of firing rates, in
the absence of correlational constraints, as estimated by the
volume of the shuffled spontaneous vectors. The volume fraction
depended on the size of the population considered. Figure 7E
shows volume fractions for the set of responses to a single
sensory stimulus, the pooled responses to the 10 stimuli we pre-
sented, and the set of spontaneous events, averaged over
randomly chosen cell subsets of varying sizes, out of 55 cells
recorded in one experiment. In all cases the volume fraction
decreased monotonically with the number of cells considered,

Figure 6. Combinatorial Constraints on Population Firing
Rate Vectors
(A) Spike counts of two neurons (recorded from separate tetrodes)

during the first 100ms of spontaneous upstates (black), responses

to a tone (green), and responses to a natural sound (magenta).

Data were jittered to show overlapping points. Note that regions

occupied by responses to the sensory stimuli differ, but are both

contained in the realm outlined by spontaneous patterns.

(B) Contour plot showing regions occupied by points from (A). The

blue outline is computed from spike counts shuffled between

upstates, indicating the region that would be occupied in the

absence of spike count correlations.

(C) Firing rate vectors of the entire population, visualized using

MDS; each dot represents the activity of 45 neurons, nonlinearly

projected into 2D space.

(D) Contour plot derived from MDS data, with responses to indi-

vidual stimuli marked separately. Sensory-evoked responses

again lie within the realm outlined by spontaneous events.

(E) Scatter plot showing the Euclidean distances from each

evoked event to its closest neighbor in the spontaneous events

(Espont), and in the shuffled spontaneous events (Eshuf). Dashed

red line shows equality.

(F and G) Histograms showing the difference between distances

to shuffled and spontaneous events (Eshuf ! Espont). Top and

bottom: data from all anesthetized and unanesthetized experi-

ments, respectively. Almost every evoked event was closer to

a true spontaneous vector than to a shuffled vector.

suggesting that each additional neuron added further
constraints at the population level (the distribution of
slopes across experiments is shown in Figure 7F).

Predicting Receptive Fields from Spontaneous
Correlations
To further illustrate the conservation of relationships
between neurons in spontaneous and evoked condi-

tions, we used a prediction method. If linear relationships
provide a good approximation to the restrictions on population
rate vectors, and if these relationships are conserved between
spontaneous and evoked activity, then it should be possible to
predict a neuron’s receptive field based only on its correlations
with the rest of the population during spontaneous activity, and
from the receptive fields of these other cells. We predicted the
firing rate rj of neuron j as a weighted sum of the rates of all other
neurons rj =

P
ri*wi, with weights fit to optimize the prediction on

spontaneous data (Figure 8A; Harris et al., 2003; Itskov et al.,
2008; Luczak et al., 2004). Figures 8B and 8C show the original
and predicted receptive field of a representative neuron.
Repeating this analysis for all cells, we found that the mean
correlation between original and predicted receptive fields was
R = 0.62 ± 0.24 (112 neurons from three experiments in which
tuning curve stimuli were presented). To ensure that this effect
did not simply reflect similarity of receptive fields of neighboring
neurons, we repeated the above analyses excluding neurons
recorded from the same shank as the predicted neuron, again
finding a significant effect (R = 0.56 ± 0.25). This indicated that
receptive field predictability reflects a more complex organiza-
tion of correlations in the population than simple tonotopy (this
is also visible in the correlation matrices of Figure 7B, where

Neuron
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precision more often than expected under shuffling manipula-
tions (Abeles, 1991; Ikegaya et al., 2004; Nadasdy et al., 1999).
Our results suggest a different timescale, with sequential organi-
zation seen for approximately the first 100 ms of responses, and
spiking reliability decaying progressively after stimulus onset (see
also Luczak et al., 2007). This apparent discrepancy most likely
reflects a difference of statistical methodology rather than one
of biology. If a search is conducted for repeating patterns of
millisecond precision, these are the only sequences that can be
found; if such patterns are found more often than after shuffling,
it shows that the original and shuffled data are different, but
does not indicate that the particular precision searched for is bio-
logically meaningful. Previous work has shown that the structure
of precisely repeating patterns can be predicted from individual
neurons’ temporal responses to behavioral events or upstate
onsets (Baker and Lemon, 2000; Luczak et al., 2007; Oram
et al., 2001), suggesting that repetition of millisecond-scale spike
templates could be a consequence of response stereotypy at
slower timescales.

Possible Mechanisms of Constrained Activity
Sensory responses and spontaneous upstates are likely initiated
by different mechanisms. While sensory responses reflect the
effects of thalamic input, upstates are believed to be of cortical
origin (Sanchez-Vives and McCormick, 2000; Steriade et al.,
1993b; Timofeev et al., 2000). One might therefore expect that
spontaneous and evoked patterns would propagate differently
through cortical circuits. By contrast, our analyses show that
both types of activity are subject to common constraints within
local populations. We therefore suggest that these constraints
arise largely from the dynamics of the local cortical circuit.

One can imagine a number of ways in which the physical prop-
erties of a neural circuit could impose consistent constraints on
the spike patterns it can generate. First, cortical neurons express
diverse sets of voltage-gated ion channels, and are diverse in
their intrinsic physiological properties (Storm, 2000; Sugino
et al., 2006; Vervaeke et al., 2006). This may contribute to the
consistent cellular timing we observe with, for example, cells of
low threshold firing earliest (Kang et al., 2008). Second, connec-
tivity within cortical circuits is far from homogenous; for example,
strong reciprocal connectivity occurrs more than expected by
chance (Song et al., 2005). Such connectivity patterns may
impose constraints on the possible cell groups that can be active
at any time.We observed conserved correlations in firing rate not
just locally, but also between neuronal pairs recorded from
shanks over 1 mm apart (c.f. Eggermont, 2007). Examination of
cross-correlograms, however, typically did not indicate a func-
tional monosynaptic connection between correlated pairs (data
not shown). These correlations may thus reflect larger-scale
network interactions, such as the consistent participation of cells
in neuronal assemblies spread over wide cortical areas (Harris,
2005). Although sensory response latencies have been shown
to vary across cortical layers (Armstrong-James et al., 1992;
Wallace and Palmer, 2008), this is unlikely to account for our
results: because we used multishank probes inserted perpen-
dicular to the cortical surface, all tetrodes were at approximately
the same depth; furthermore, consistent timing differences were
seen even between neurons recorded from a single tetrode.
Repeated presentation of a single stimulus led to variations in

response from trial to trial, which were subject to the same
constraints as variations in mean responses between stimuli.
Although trial-to-trial variability is often called ‘‘noise,’’ this

Figure 8. Preserved Constraints on Firing
Rate Vectors Allow Prediction of a Neuron’s
Sensory Tuning Based on Spontaneous
Activity, and a Geometrical Interpretation
of These Constraints
(A) Prediction of a neuron’s receptive field from

correlationswith simultaneously recorded neurons

during spontaneous activity, and from the recep-

tive fields of these other neurons. Here,w denotes

a vector of weights, optimized to maximize predic-

tion of the target neuron’s activity during sponta-

neous activity, and r denotes the receptive field

vectors of N other neurons.

(B and C) Actual and predicted receptive fields for

a representative neuron. On average, predicted

and actual receptive fields showed a correlation

of 0.62 (see text for details).

(D and E) General relationship between correlation

matrix and cluster orientation. (D) shows a set of

simulated spike count vectors with the correlation

matrix shown in (E); the values of the correlation

matrix provide information about the orientation

of the cluster relative to the coordinate axes.

(F) Cartoon illustrating the geometrical interpreta-

tion of our findings. The gray area illustrates the

space of all rate vectors theoretically possible in

the absence of relationships between neurons. The black outline represents the space of spontaneous events; this is shown elongated and of small volume

to illustrate strong constraints at the population level. Responses to individual stimuli occupy smaller subsets within this (colored blobs; the irregular shape illus-

trates possible non-Gaussianity of these clusters). The orientations of the spaces for individual stimuli (corresponding to noise correlation matrices) are approx-

imately aligned with the space of spontaneous events. The mean response to each stimulus also lies within the space of spontaneous events (see Figure S10).
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Spontaneous cortical activity—ongoing activity in the absence of
intentional sensory input—has been studied extensively1, using
methods ranging from EEG (electroencephalography)2–4,
through voltage sensitive dye imaging5–7, down to recordings
from single neurons8,9. Ongoing cortical activity has been shown
to play a critical role in development10–14, and must also be
essential for processing sensory perception, because it modulates
stimulus-evoked activity5,15,16, and is correlated with behaviour17.
Yet its role in the processing of external information and its
relationship to internal representations of sensory attributes
remains unknown. Using voltage sensitive dye imaging, we
previously established a close link between ongoing activity in
the visual cortex of anaesthetized cats and the spontaneous firing
of a single neuron6. Here we report that such activity encom-
passes a set of dynamically switching cortical states, many of
which correspond closely to orientation maps. When such an
orientation state emerged spontaneously, it spanned several
hypercolumns and was often followed by a state corresponding
to a proximal orientation.We suggest that dynamically switching
cortical states could represent the brain’s internal context, and
therefore reflect or influence memory, perception and behaviour.
To determine the existence of spontaneously occurring states that

correspond to cortical representations of orientations and charac-
terize their dynamics, we chose to explore cat area 18, where most
cells are selective for stimulus orientation, and therefore robust
functional maps corresponding to different orientations are readily
revealed. We used voltage sensitive dye imaging, which emphasizes
synaptic membrane potential changes (similar to intracellular
recordings from large populations of neurons18,19). We recorded
activity continuously in 30-s sessions (3,072 frames spaced 9.6ms
apart, covering a cortical area up to 4 £ 7mm) both in the presence
and absence of stimulation (full field oriented gratings, see Methods
for details). We used the evoked data to construct single-condition

and full-orientation maps, and used spatial correlation coefficients
between single frames of ongoing activity and the evoked maps to
evaluate similarity. Figure 1 illustrates the resemblance between a
spontaneous single frame (Fig. 1b), its best correlated orientation
map (Fig. 1a), and a single evoked frame (Fig. 1c). On average, the
maximal correlation coefficient for evoked frames with any par-
ticular map was only 10 ^ 5% higher than the maximal correlation
coefficients seen for spontaneous frames (0.63 and 0.58 respectively
in the example of Fig. 1). It is pertinent to note that the correlation
coefficients between twomaps obtained using the same stimulus, but
in different recording sessions, usually ranged between 0.7 and 0.8.

To establish that such intrinsic orientation states occurred spon-
taneously much more frequently than expected by chance, we
constructed control ‘artificial orientation maps’ (see Methods).
We compared the distribution of correlation coefficients between
spontaneous frames and the orientation maps (Fig. 2, red) with the
corresponding distribution obtained using the control maps (Fig. 2,
blue). Although both distributions were symmetrical around zero,
the one computed with the real orientation maps was much wider.
Specifically, whereas the maximal correlation coefficient with con-
trol patterns rarely exceeded 0.2 (less than 1% of the time), the
corresponding values for the real orientationmaps reached values as
high as 0.6, with themeanmaximal value across all hemispheres and
imaging sessions being 0.5 ^ 0.1. Overall, the threshold for signifi-
cant correlation (P , 0.01) was found to range between j0.18j and
j0.22j using any of the control patterns. For subsequent analysis we
conservatively set the threshold for significant correlation at j0.25j.
Using this threshold, we found that states corresponding to orien-
tation maps arise spontaneously about 20% of the time. Further-
more, we found that the amplitude of the most highly correlated
spontaneous states was on average only 30% lower than the
amplitude of the most highly correlated evoked single frames (see
Supplementary Information SI1 for additional information).

To characterize the distribution of spontaneous occurrences of
different orientation states, we quantified the occurrence of spon-
taneous frames that were significantly correlated with each of the
orientation maps. The obtained distribution was biased to states
corresponding to one of the cardinal orientations (08 and 908). An
example from one hemisphere is shown in Fig. 3a. Overall, themaps
corresponding to the two cardinal orientations appeared 20%more
often than those corresponding to the two oblique ones (458 and
1358), but this dynamical bias for different cats was highly variable,
ranging from 10% to 80% (see example from three extreme cases in
Fig. 3b, green). Additionally, states corresponding to oblique maps
emerged with smaller correlation coefficients than cardinal ones
(Fig. 3b, blue). These results indicate a strong dynamical over-

Figure 1 Comparing instantaneous patterns of spontaneous and evoked activity to the
averaged functional map. a, The orientation map using full-field gratings of vertical
orientation, obtained by averaging 165 frames (5 frames from each trial starting from

100ms after stimulus onset, over 33 stimulus presentations). b, A map obtained in a

single frame from a spontaneous recording session. c, A single frame from an evoked

session using the same orientation as for the map. Amplitude was computed as described

in Methods.

 

Figure 2 Spontaneously emerging orientation states. Red, example of the distribution of
correlation coefficients between the horizontal map and spontaneous frames over an

entire session. Blue, the same, using an inverted map. Each distribution was fitted to a

gaussian to compute the significance level, j0.25j for P , 0.01. The distribution was

similar regardless of control maps used. Actual significance values were computed from

the histograms resulting from correlations with all maps. Note that although low-pass

filtering the frames and maps predictably increased the value of the correlation

coefficients, the number of ‘significant frames’ remained similar, as the control correlation

coefficients increased proportionally.
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potential solution to the read-out problem40,41. This type 
of read-out mechanism requires convergent–divergent 
connections (similar to the FFN) between the respec-
tive cortical areas within which ‘sending’ and ‘receiving’ 
assemblies are configured (FIG. 2E).

The idea of a cascade of neural assemblies in which 
single neurons can participate at multiple levels has sub-
sequently been formalized as a feedforward network 
(FFN). This term refers to a network topology in which 
groups of neurons project their activity, by convergent–
divergent links of synaptic connections, to successive 
groups of neurons in a repetitive manner. A repetitive 
sequence of such group activations can be considered 
a ‘transmission line’42 for spike propagation (FIG. 2F). 
Here, the term ‘feedforward’ should not be taken as an  
anatomical descriptor: the repeated participation of neu-
rons in multiple groups of an FFN creates feedback loops. 
This is obviously incompatible with an anato mical feed-
forward architecture. Refractoriness, however, prevents 
neurons from effectively participating in the propaga-
tion of activity among nearby groups, thereby enforcing 
a minimal distance between their repeated participation. 
Thus, even in a recurrent network, the flow of spiking 
activity on a local scale (‘locality’ being defined by con-
nection delays, firing rates and refractoriness), can be 
treated as an FFN43,44,47, independent of the anatomical 
network architecture.

Feedforward networks in their natural habitat 
An FFN is a simple yet powerful model that may provide 
important insights into mechanisms of cortical compu-
tation. However, it is not straightforward to reconcile 
the idealized architecture of an FFN with the complex 
recurrent connectivity of different brain regions. Recent 
studies, however, show that a random network can be 
constructed by using the FFN as an elementary motif 
while maintaining overall network connectivity that is 
similar to conventional random networks45,46. Moreover, 
recent analyses of network connectivity models suggest 
that the activity dynamics of certain types of recur-
rent networks are compatible with those of an FFN. 
Thus, from a functional perspective, recurrent random  
networks may behave in ways akin to an FFN43,44,47.

In a biologically plausible scenario in which the FFN 
is part of a recurrent network, it is important to consider 
the interaction between the dynamics of the FFN and 
that of the embedding recurrent network. One approach 
to studying FFN dynamics under realistic conditions 
is to search for an FFN-type network in the recurrent 
connectivity of the embedding network10,48. This method 
involves randomly choosing a group of neurons and 
identifying another group that is directly connected to 
the first group with a certain probability. This process is 
repeated N times to identify an N layer FFN. However, 
in a sparsely connected recurrent network, such as the 
neocortex, only sparsely connected (or ‘diluted’) FFNs 
can be identified10,48,49. As a consequence, the connection 
strength between one group and the next in such FFNs 
needs to be increased to high values to ensure the typical 
FFN dynamics10. Clearly this has strong implications for 
the type of activity that is supported by such networks, as 
we will review in more detail in the following sections.

Often, modellers adopt a slightly different approach 
to the study of FFN dynamics in realistic scenarios by 
altering the connectivity, not the synaptic strengths, 
among neurons that form parts of the FFN. In such 

Figure 1 | The feedforward network as a model of information processing in the 
brain. a | A schematic of hierarchical processing in the visual systems of primates.  
Similar schematic models have also been described for other sensory and motor areas.  
b | Each module in part a can be considered as a recurrent network of excitatory and 
inhibitory neurons. Each of the rectangular boxes represents a recurrent random 
network. The hierarchical structure of the brain is conceived here as a network of 
recurrent networks with forward and backward excitatory connections. So far, only the 
feedforward part (shown in black) of such a network of networks has been investigated in 
a systematic manner. Recurrent excitation and inhibition within one group and 
excitatory synapses that do not contribute to the feedforward hierarchy of subsequent 
groups (shown in grey) have not been considered yet. Part a is reproduced, with 
permission, from REF. 27  (1991) Oxford Journals. Exc.; excitatory, Inh.; inhibitory.
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from Cajal on: spines could help to connect with axons, by sam-
pling a cylindrical volume around the dendrite, as a ‘‘virtual den-
drite’’ (Ramón y Cajal, 1899; Stepanyants et al., 2002; Swindale,
1981; Ziv and Smith, 1996). In fact, the recent discovery of spine
and filopodial motility (Dunaevsky et al., 1999; Fischer et al.,
1998; Ziv and Smith, 1996) makes this idea quite tenable: motility
peaks during periods of synaptogenesis (Dunaevsky et al., 1999;
Konur and Yuste, 2004a), and spines can elongate and physi-
cally interact with nearby axonal terminals (Konur and Yuste,
2004b); see for example Movie 3 in Dunaevsky et al. (1999).
This type of motility is exactly what one would expect to see if
spines played an active role in connecting with passing axons.

Another hint of this connectivity function can be found in the
patterns in which spines are positioned along some dendrites.
In Purkinje cells, spines are arranged in helical patterns, posi-
tioned regularly along the dendrite with constant spacing and
angular displacement between them (Figure 2; (O’Brien and
Unwin, 2006). Helixes are a common structural design principle
in nature (for example, in DNA, viral capsides, protein polymers,
and leaf patterns on trees) and are an efficient strategy to
systematically sample or fill a linear volume, because they maxi-
mize the distance in three dimensions between points (Nisoli
et al., 2009). Spines could be arranged in helixes to minimize
the number of spines used to sample a given volume of neuropil

Figure 1. Golgi Stains Reveal Spines and Straight Axons
(A) Photomicrograph of an original Golgi preparation from Cajal, of a dendrite from pyramidal neuron with abundant spines. In the background stained axons
cross transversally. Note how axonal trajectories are straight.
(B) Cajal’s drawings of different types of spines. Note how spines protrude to cover the neighboring volume. Some axons are also drawn, with straight trajectories.
(C) Cajal’s drawing of the cellular elements of cerebral cortex. Axons have straight, vertical trajectories and basal dendrites are well positioned to intercept them.
Reproduced with permission from ‘‘Herederos de Santiago Ramón y Cajal.’’
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Synaptic transmission in the neocortex
The mammalian neocortex is composed of 6 layers, with
interneurons in all layers, pyramidal cells in layers L2–L6
and spiny stellate cells (SSCs) in L4 of primary sensory
cortices. As in the hippocampus, pyramidal cells are the
principal cells of the neocortex, and these excitatory
glutamatergic neurons comprise w80% of neocortical
neurons.

Thalamic input enters primarily into L4 (the first
station of sensory processing) targeting SSCs [49], other
neurons, and dendrites of neurons that pass through L4
[50]. Synaptic input from the thalamus seems to be formed
by depressing glutamatergic synapses [51,52]. SSCs form
a recurrent microcircuit within L4 and also excite L4
pyramidal cells using depressing glutamatergic synapses
[53]. These pyramidal cells are interconnected with
depressing synapses [54] (Figure 3h). SSCs project to
pyramidal neurons in L3 via depressing synapses [55]

(the second station of columnar processing). L3 pyramidal
cells are heavily interconnected with a probability ofw0.3
to form a strong recurrent microcircuit. L3 pyramidal cells
project to pyramidal cells in L2, and both L2 and L3
receive input and provide output to associational brain
regions. L2/3 also provides a prevalent descending
projection to L5 pyramidal cells using depressing synapses
[56] (the third station of columnar processing). L5
pyramidal cells are interconnected with depressing
synapses but with a lower (w0.1) probability of inter-
connections than in L2/3 [57,58] (Figure 3d). Excitatory
connections have also been described between L4 SSCs
and pyramidal cells in L5 [59,60].

There are two major classes of L5 pyramidal cells: thick
tufted pyramidal cells that project to subcortical regions
and provide themajor source of output from the neocortex,
and thin untufted pyramidal cells that project to the
contralateral hemispheres [50,61]. The L5 pyramidal cells
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Figure 3. Synaptic transmission in the mammalian neocortex. The central scheme represents the main neuron types and synaptic connections in the neocortex. Excitatory
glutamatergic neurons are in red and inhibitory GABAergic neurons are in blue. The electrophysiological properties of the different types of synapses are depicted in the
inserts. The presynaptic action potential train is depicted above the postsynaptic response [except in (g), where only postsynaptic traces are shown]. (a) A reciprocal
depressing connection between a pyramidal cell (PC) and a bipolar cell (BP). (b) A facilitating connection between a basket cell (BC) and a PC. (c) A facilitating excitatory
connection between a PC and a Martinotti cell (MC). (d) A depressing excitatory connection between L5 PCs. (e) A depressing excitatory connection between L6 PCs. (f) A
depressing excitatory connection between a L6 PC and a L5 PC. (g) Depressing and facilitating excitatory connections between a PC and a BC. (h) A depressing excitatory
connection between L4 PCs. Additional abbreviations: CHC, chandelier cell; CRC, Cajal-Retzius cell; DBC, double-bouquet cell; NGC, neurogliaform cell; SSC, spiny-stellate
cell. Reproduced, with permission, from: (a) [75], (b,g) [76], (c) [74], (d) [106], (e,f) [62], and (h) unpublished work of P. Bannister and A. Thomson.

Review TRENDS in Neurosciences Vol.28 No.10 October 2005 545

www.sciencedirect.com

Silberberg	
  et	
  al.	
  2005	
  TINS	


Lorente	
  de	
  No	
  1949	


皮質局所回路	


from layer 5 and inhibitory input from layers 2/3 and 4, regard-
less of whether they are connected to each other. Thus, excitatory
connections from layer 4 to layer 2/3 and within layer 2/3 form
fine-scale assemblies of selectively interconnected neurons;
inhibitory connections and excitatory connections from layer 5
link neurons across these fine-scale subnetworks. Relatively
independent subnetworks of excitatory neurons are therefore
embedded within the larger-scale functional architecture; this
allows neighbouring neurons to convey information more inde-
pendently than suggested by previous descriptions of cortical
circuitry.

The cerebral cortex consists of a complex network of neuronal
connections, the organization of which is believed to contribute

critically to perception and behaviour. Over the last several decades,
the idea of the ‘functional column’ has provided a dominant
influence on studies of the organization and function of cortical
circuits1. The specificities of connections that both create and
maintain functional architecture are well established1–7 and provide
a substrate for interactions between neurons with similar functional
attributes. However, each excitatory neuron connects to only a
minority of others in the same column8,9. This sparse connectivity is
consistent with two different scenarios, each of which has impli-
cations for the way that cortical circuits process information. In
the first scenario, connections would be dependent on the
spatial overlap of dendrites and axons, but would otherwise be
determined probabilistically, independent of other connections in

Figure 1 Cross-correlation analyses of photostimulation-evoked excitatory postsynaptic
currents (EPSCs) simultaneously recorded in adjacent pairs of layer 2/3 pyramidal

neurons. a, b, Results are shown for a pair of pyramidal neurons that was synaptically
connected (a) and for a pair that was not connected (b). For each of the two cells,
reconstructions of the locations of photostimulation sites (coloured squares) relative to the

locations of laminar borders and cell bodies of recorded pyramidal neurons (triangles) are

shown. The colour of each square indicates the sum of amplitudes of EPSCs that were

observed in response to photostimulation at that site. To the right of these plots, example

voltage clamp recordings are shown for stimulation sites indicated by the large numbered

squares. Simultaneous recordings from representative sites in each cortical layer are

shown for ‘cell a’ (red) and ‘cell b’ (black). The short horizontal lines above each trace

indicate the onset of photostimulation. The histograms to the far right of each panel show

matched (black) and shifted (red) correlograms computed from data collected upon

stimulation in each layer. The corresponding correlation probabilities (CPs) computed

from these analyses are also indicated.
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The organization of inhibitory connections to adjacent layer 2/3
pyramidal cells was also independent from whether the layer 2/3
cells were connected. Therefore, inhibitory connections also do not
respect the fine-scale groupings defined by the specificities of layer 4
and layer 2/3 excitatory connections. To estimate the extent of
common inhibitory input onto adjacent pyramidal neurons from
interneurons in each layer, the same photostimulation methods
were employed except that the layer 2/3 pyramidal cells were
voltage-clamped at 0mV (see Methods) to allow recordings of
inhibitory postsynaptic currents (IPSCs) as outward currents
(Fig. 3). The correlation probabilities for IPSCs were typically
high, regardless of whether the layer 2/3 pyramidal cells were
connected and regardless of the layer that was stimulated (Figs 2b
and 3). For connected cell pairs, correlation probabilities averaged
23.8 ^ 2.7% (range 11.5 to 40.0) for stimulation sites in layer 2/3
and 18.0 ^ 6.8% (range 9.8 to 28.4) for layer 4. For unconnected
cell pairs the correlation probabilities averaged 23.8 ^ 1.7% (range
16.2 to 33.1) for layer 2/3, and 19.1 ^ 2.5% (range 6.3 to 31.6) for
layer 4. There were no significant differences between connected cell
pairs or between layers. Layer 5 is not included in this analysis
because, as expected from previous studies15, photostimulation in
layer 5 resulted in only modest or no significant increase in IPSCs
above spontaneous IPSC levels (see Methods).

It is important to note that cortical inhibition comes from diverse
cell types that make synapses to different parts of the dendritic
arbours of pyramidal cells and for which connectionsmight differ in
their reliability and/or detectability16. It is therefore possible that the
IPSCs we detect during photostimulation might preferentially
represent inputs from certain inhibitory cell types. For example,
IPSCs detected during photostimulation could be biased towards
those from basket cells (which make strong synapses close to or at
the cell body)16, relative to those from inhibitory cell types thatmake
synapses at electrotonically distant sites16. Therefore, our results

might not generalize to all sources of inhibition of layer 2/3
pyramidal neurons.
In summary, the results presented here indicate that excitatory

connections from layer 4 to layer 2/3 pyramidal cells and within
layer 2/3 are highly specific on a fine scale, creating groups of
selectively interconnected neurons (Fig. 4). Such groupings

Figure 3 Cross-correlation analyses of photostimulation-evoked inhibitory postsynaptic currents (IPSCs) simultaneously recorded in adjacent pairs of layer 2/3 pyramidal neurons. See
Fig. 1 legend for details.

Figure 4 Schematic diagram illustrating the organization of cortical connections proposed

in this study. Excitatory connections from layer 4 to layer 2/3 and within layer 2/3 define

groups of selectively interconnected neurons (red or blue). The organization of excitation

from layer 5 (grey triangles) and inhibition from layers 2/3 and 4 interneurons (IN, grey

ovals) does not respect the fine-scale interconnected cell groups defined by excitatory

connections from layer 4 and within layer 2/3.
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distribution of few-node connectivity patterns, or motifs
[26,27]. Another such approach is analyzing the utilization
(or, in this case, the strength) of connections [28,29,30].

In this paper, we apply a combination of statistical methods
to a large dataset from hundreds of simultaneous quadruple
whole-cell recordings from visual cortex in developing rats.
Our results confirm previous indications of nonrandomness
and point out several new ones. In particular, we show that
the distribution of connection strengths between pyramidal
neurons is non-Poisson and find correlations in the strength
of the connections sharing pre- or postsynaptic neurons.
Also, we find several overrepresented three-neuron connec-
tivity patterns, or motifs. Surprisingly, we find that some few-
neuron motifs can play an important role in the dynamics of
layer 5 local cortical networks because they are composed of
exceptionally strong connections. This suggests a novel view
of the local cortical network, in which a skeleton of stronger
connections is immersed in a sea of weaker ones.

Results

We studied connectivity among thick tufted layer 5
neurons in rat visual cortex with quadruple whole-cell
recordings (Figure 1A and 1B). Thick tufted layer 5 pyramidal
neurons are important projection neurons from the cerebral
cortex to subcortical areas [9,31,32]. Synaptic connection
strengths were assessed by evoking action potentials in each
of the four cells and measuring the averaged peak excitatory
postsynaptic potential (EPSP) amplitudes in the other three
cells (see Figure 1C and Materials and Methods). Results of
these measurements for a sample quadruple recording are
shown in Figure 1D. Each arrow indicates a detected
connection with the corresponding connection strengths.

The dataset contained a total of 816 quadruple recording
attempts (some of these attempts contained data for only two
or three neurons, if whole-cell configuration was not
successfully established with all four cells). As previously
reported [5], the rate of connectivity was p = 11.6% (931
connections out of 8,050 possible connections), which is
similar to that reported for rat somatosensory cortex layers 5
[6,9] and 2/3 [11], as well as those previously reported for rat
visual cortical layers 5 [3,10] and 2/3 [11].

Two-Neuron Patterns
We started by assessing how well a randomly connected

network [33] describes our dataset. In this model, the
existence of a connection between any two neurons is
independently chosen with a uniform probability p
(Figure 2A). We test the predictions of this model by
classifying all simultaneously recorded pairs of neurons into
three classes: unconnected, unidirectionally connected, and
bidirectionally connected. Given connection probability p
and total number of pairs N, the expected number of
unconnected pairs should be N(1! p)2. The expected number
of unidirectionally connected pairs should be 2Np(1! p), and
the expected number of bidirectionally connected pairs
should be Np2. We find that the actual number of bidirec-
tionally connected pairs is four times that of the expected
numbers (p , 0.0001) (Figure 2B). The observed over-
representation of reciprocally connected layer 5 neurons
confirms previous reports [5,6]. Such overrepresentation has
also been observed in layer 2/3 of the rat visual cortex [11].
However, whether projections between layers observe this
pattern remains an open question.
Can the overrepresentation of reciprocal connections

reflect an experimental artifact? Indeed, such overrepresen-

Figure 1. Illustration of a Quadruple Whole-Cell Recording

(A) Dodt contrast image showing four thick-tufted L5 neurons before patching on.
(B) Fluorescent image of the same four cells in whole-cell configuration.
(C) Average EPSP waveform measured in the postsynaptic neuron (bottom) while evoking action potentials in the presynaptic neuron (top).
(D) Diagram of detected synaptic connections and their strengths for this quadruple recording.
DOI: 10.1371/journal.pbio.0030068.g001
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of the data from 14 to 16-d-old animals when the majority of
measurements were performed (see Figure S5). We found that
bidirectional connections are also overrepresented in this
subset of data. Results of other analyses that will be described
later in the paper are also confirmed on this subset
(Figure S5).

Finally, it is possible that some extreme degree of
inhomogeneity in connections probability is able to explain
the observed overrepresentation of reciprocal pairs, but this
would probably reflect large local inhomogeneity in cortical
connectivity patterns—possibly differences between sub-
classes [6,35], rather than experimental artifacts—and is in
line with the main conclusions of this paper.

Three-Neuron Patterns
We extended our analysis by comparing the statistics of

three-neuron patterns to those expected by chance [26,27].
We classify all triplets into 16 classes and count the number of
triplets in each class. In order to avoid reporting over-
represented three-neuron patterns just because they contain
popular two-neuron patterns, we have revised the null
hypothesis[26,27]. The control distribution was obtained
numerically by constructing random triplets where constit-
uent pairs are chosen independently, but with the same
probability of bidirectional and unidirectional connections
as in data (Figure 4A). For example, the actual probability of a
unidirectional connection is (according to Figure 2B) 495/
(3312 þ 495 þ 218) = 0.123. Then the probability of
unidirectional connection from A to B is 0.123/2 = 0.0615,
the same as from B to A (see Figure 4A). The probability of
bidirectional connection is (according to Figure 2B) 218/
(3312 þ 495 þ 218) = 0.0542. The probability of finding the
particular triplet class in Figure 4A by chance is the product
of the probabilities of finding the three constituent pairs and
a factor to account for permutations of the three neurons.
The ratio of the observed counts and the expected counts for
each class are plotted in Figure 4B. The actual counts are
given as numbers on top of the bars. Although triplets from
several of these patterns have been reported previously [9,10],
small numbers of recordings have precluded statistical
analysis.

According to Figure 4B, several triplet patterns are
overrepresented. Is this overrepresentation statistically sig-
nificant? Because we look for overrepresentation in many
pattern classes at the same time, the raw p-values (Figure 4C)
overestimate the true significance (underestimate the true p-
value). To correct the raw p-values, one has to apply a
multiple-hypothesis testing procedure. We chose to correct
the p-values by applying a step-down min-P-based multiple-
hypothesis testing correction procedure (see Materials and
Methods). The corrected p-values (Figure 4C) give the
probability of mistakenly reporting at least one of the
patterns as overrepresented when it is not.

Two-neuron correlations are summarized by saying that if
neuron A synapses onto neuron B, then the probability of B
synapsing onto A is several times greater than chance. Three-
neuron correlations are summarized roughly by saying that if
A connects with B and B connects with C (regardless of
direction), the probability of connection between A and C is
several times greater than chance. Interestingly, similar
results have been obtained in the analysis of the Caenorhabditis
elegans wiring diagram [36], which was reconstructed from

serial section electron microscopy [1]. Because different
techniques have different biases, the similarity of results
suggests that correlations in synaptic connectivity represent a
general property of neuronal circuits. Such property may
represent evolutionary conservation from invertebrates to
mammals or convergence driven by similar computational
constraints.
Although individual connectivity patterns containing more

than three neurons could not be analyzed statistically for the
existing dataset (Table S1), we found a 70% overrepresenta-
tion of ‘‘chain’’ quadruplets (patterns number 21 23 24 26 28
29 31 32 33 34 35 38 39 41 43 as defined in Figure S6, p=0.004)
relative to the null hypothesis requiring that a random matrix
has the actual proportion of triplet classes.

Distribution of Synaptic Connection Strengths
Next, we turned our attention to the distribution of

synaptic connection strengths as characterized by EPSP
amplitude (Figure 5A). We estimated the probability density
function by binning connection strengths and dividing the
number of occurrences in each bin by the bin size. Since
there are many more weak connections than strong ones, we

Figure 4. Several Three-Neuron Patterns Are Overrepresented as
Compared to the Random Network

(A) Null hypothesis for three-neuron patterns assumes independent
combinations of connection probabilities of two kinds of two-neuron
patterns.
(B) Ratio of actual counts (numbers above bars) to that predicted by
the null hypothesis. Error bars are standard deviations estimated by
bootstrap method.
(C) Raw (open bars) and multiple-hypothesis testing corrected (filled
bars) p-values. p-values above 0.5 are not shown.
DOI: 10.1371/journal.pbio.0030068.g004
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chose bins whose sizes increase linearly with the connection
strength at the bin center. In other words, bin sizes are
uniform on the log scale. The estimated density function is
independent of the chosen bin size since the bin size is
divided out.

The obtained distribution has a mean of 0.77 mV and a
heavy tail, that is, a greater number of strong synaptic
connections than expected for either the exponential
distribution (Figure 5A) or the normal distribution (not
shown). There are significantly more connections with
strengths above 1 mV than expected by best exponential or
normal fit (p , 0.0001; see Materials and Methods). We find
that the dataset is best fit by a lognormal distribution, which
has a bell shape when plotted on a semilog scale (Figure 5B).
Although our measurements were performed in developing
animals, experiments in mature animals have also revealed
large single EPSPs (.5 mV) [37].

The overrepresentation of strong synaptic connections is
likely to have important implications for the cortical network
dynamics. This is because strong connections are few but
powerful. For example, although synaptic connections with
strength above 1.2 mV constitute only 17% of all connections,
they contribute about half of the total synaptic weight (Figure

5C and 5D). This estimate was obtained by multiplying the
number of synaptic connections by the connection strengths
(assuming equal presynaptic firing rates).

Correlation of Connection Strengths in Two-Neuron
Patterns
Next, we analyzed the correlations between the strengths of

the synaptic connections in two-neuron patterns. We find
that the synaptic strengths of the bidirectional connections
are on average stronger than the unidirectional synaptic
connections (mean 0.95 mV versus 0.61 mV, p = 3.1 3 10!7,
Student’s t-test) in agreement with [6]. The distribution of
connection strengths for the bidirectional connections is
expanded toward stronger connections compared to that of
unidirectional connections (Figure 6A; note the semilog
scale). Furthermore, the strengths of the two connections in
a bidirectional pair are moderately but significantly corre-
lated with each other (Figure 6B). To control for possible
systematic variations between different quadruplets, we
looked at correlations in the strength of synaptic connections
that shared no pre- and postsynaptic neurons and found no
significant correlation (Figure 6C). Could the correlation in
connection strength result from nearby neurons having

Figure 5. Distribution of Synaptic Connection Strength Has a Heavy Tail

(A) Estimated probability density function in log–log space, with both lognormal fit (p[w] = 0.426exp[!(ln[w] þ 0.702)2/(2 3 0.9355)2]/w) and
exponential fit (p[w] = 1.82exp[!1.683w]). Notice that the lognormal fit has a heavier tail than the exponential distribution. Error bars are
standard deviations estimated by bootstrap method (not shown when narrower than the dot). The numbers on top on the dots are the actual
counts (not shown when more than 50).
(B) Estimated probability density distribution in semilog space, with the lognormal fit. The lognormal function shows up as a normal function in
the semilog space.
(C) Empirical cumulative density function for both the probability distribution of synaptic strengths and the synaptic contribution (normalized
product of probability and connection strength). They are generated directly from the data rather than the fits. The vertical line illustrates the
fact that 17% of the synaptic connections contribute to half of the total synaptic strengths.
(D) Probability density function of synaptic connection strengths p(w) fitted by a lognormal function and the synaptic contribution defined as
the product of the strength, w, and p(w). The total areas under both curves are normalized to 1.
DOI: 10.1371/journal.pbio.0030068.g005
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EPSPの大きさには極めて強い偏りがある。	
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課題	


自発発火活動は何をしているのか？	
  
　　　　どんな機能的意義があるのか？	


1.	
  背景	
  
2.	
  仮説	
  
3.	
  検証するには？	
  
4.	
  （理論的展開）	


自発発火活動は	
  
回路によって維持されている	


単一細胞では発火しない。	
  
自発的なシナプス小胞放出では足りない。	
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ところが、	


実際は、低発火率の活動を維持する事は、
極めて難しかった	


自発活動が消えるか、	
  
　発火率がとても高くなる（~50Hz,	
  ~100Hz）か、	
  
　　発火が同期してしまうか	
  

ネットワークモデルの
数値計算	


なぜ高発火率？同期？	


多数の小さい入力を	
  
　　　　　　積算して発火	


神経細胞が発火するには、	
  

・ 多数のスパイク入力を同時に受ける（	
  →	
  高同期）	
  
または	
  

・ 短時間に多数のスパイク入力を受ける（	
  →	
  高発火率）	
  
が必要だった。	
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chose bins whose sizes increase linearly with the connection
strength at the bin center. In other words, bin sizes are
uniform on the log scale. The estimated density function is
independent of the chosen bin size since the bin size is
divided out.

The obtained distribution has a mean of 0.77 mV and a
heavy tail, that is, a greater number of strong synaptic
connections than expected for either the exponential
distribution (Figure 5A) or the normal distribution (not
shown). There are significantly more connections with
strengths above 1 mV than expected by best exponential or
normal fit (p , 0.0001; see Materials and Methods). We find
that the dataset is best fit by a lognormal distribution, which
has a bell shape when plotted on a semilog scale (Figure 5B).
Although our measurements were performed in developing
animals, experiments in mature animals have also revealed
large single EPSPs (.5 mV) [37].

The overrepresentation of strong synaptic connections is
likely to have important implications for the cortical network
dynamics. This is because strong connections are few but
powerful. For example, although synaptic connections with
strength above 1.2 mV constitute only 17% of all connections,
they contribute about half of the total synaptic weight (Figure

5C and 5D). This estimate was obtained by multiplying the
number of synaptic connections by the connection strengths
(assuming equal presynaptic firing rates).

Correlation of Connection Strengths in Two-Neuron
Patterns
Next, we analyzed the correlations between the strengths of

the synaptic connections in two-neuron patterns. We find
that the synaptic strengths of the bidirectional connections
are on average stronger than the unidirectional synaptic
connections (mean 0.95 mV versus 0.61 mV, p = 3.1 3 10!7,
Student’s t-test) in agreement with [6]. The distribution of
connection strengths for the bidirectional connections is
expanded toward stronger connections compared to that of
unidirectional connections (Figure 6A; note the semilog
scale). Furthermore, the strengths of the two connections in
a bidirectional pair are moderately but significantly corre-
lated with each other (Figure 6B). To control for possible
systematic variations between different quadruplets, we
looked at correlations in the strength of synaptic connections
that shared no pre- and postsynaptic neurons and found no
significant correlation (Figure 6C). Could the correlation in
connection strength result from nearby neurons having

Figure 5. Distribution of Synaptic Connection Strength Has a Heavy Tail

(A) Estimated probability density function in log–log space, with both lognormal fit (p[w] = 0.426exp[!(ln[w] þ 0.702)2/(2 3 0.9355)2]/w) and
exponential fit (p[w] = 1.82exp[!1.683w]). Notice that the lognormal fit has a heavier tail than the exponential distribution. Error bars are
standard deviations estimated by bootstrap method (not shown when narrower than the dot). The numbers on top on the dots are the actual
counts (not shown when more than 50).
(B) Estimated probability density distribution in semilog space, with the lognormal fit. The lognormal function shows up as a normal function in
the semilog space.
(C) Empirical cumulative density function for both the probability distribution of synaptic strengths and the synaptic contribution (normalized
product of probability and connection strength). They are generated directly from the data rather than the fits. The vertical line illustrates the
fact that 17% of the synaptic connections contribute to half of the total synaptic strengths.
(D) Probability density function of synaptic connection strengths p(w) fitted by a lognormal function and the synaptic contribution defined as
the product of the strength, w, and p(w). The total areas under both curves are normalized to 1.
DOI: 10.1371/journal.pbio.0030068.g005
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uniform on the log scale. The estimated density function is
independent of the chosen bin size since the bin size is
divided out.

The obtained distribution has a mean of 0.77 mV and a
heavy tail, that is, a greater number of strong synaptic
connections than expected for either the exponential
distribution (Figure 5A) or the normal distribution (not
shown). There are significantly more connections with
strengths above 1 mV than expected by best exponential or
normal fit (p , 0.0001; see Materials and Methods). We find
that the dataset is best fit by a lognormal distribution, which
has a bell shape when plotted on a semilog scale (Figure 5B).
Although our measurements were performed in developing
animals, experiments in mature animals have also revealed
large single EPSPs (.5 mV) [37].

The overrepresentation of strong synaptic connections is
likely to have important implications for the cortical network
dynamics. This is because strong connections are few but
powerful. For example, although synaptic connections with
strength above 1.2 mV constitute only 17% of all connections,
they contribute about half of the total synaptic weight (Figure

5C and 5D). This estimate was obtained by multiplying the
number of synaptic connections by the connection strengths
(assuming equal presynaptic firing rates).

Correlation of Connection Strengths in Two-Neuron
Patterns
Next, we analyzed the correlations between the strengths of

the synaptic connections in two-neuron patterns. We find
that the synaptic strengths of the bidirectional connections
are on average stronger than the unidirectional synaptic
connections (mean 0.95 mV versus 0.61 mV, p = 3.1 3 10!7,
Student’s t-test) in agreement with [6]. The distribution of
connection strengths for the bidirectional connections is
expanded toward stronger connections compared to that of
unidirectional connections (Figure 6A; note the semilog
scale). Furthermore, the strengths of the two connections in
a bidirectional pair are moderately but significantly corre-
lated with each other (Figure 6B). To control for possible
systematic variations between different quadruplets, we
looked at correlations in the strength of synaptic connections
that shared no pre- and postsynaptic neurons and found no
significant correlation (Figure 6C). Could the correlation in
connection strength result from nearby neurons having

Figure 5. Distribution of Synaptic Connection Strength Has a Heavy Tail

(A) Estimated probability density function in log–log space, with both lognormal fit (p[w] = 0.426exp[!(ln[w] þ 0.702)2/(2 3 0.9355)2]/w) and
exponential fit (p[w] = 1.82exp[!1.683w]). Notice that the lognormal fit has a heavier tail than the exponential distribution. Error bars are
standard deviations estimated by bootstrap method (not shown when narrower than the dot). The numbers on top on the dots are the actual
counts (not shown when more than 50).
(B) Estimated probability density distribution in semilog space, with the lognormal fit. The lognormal function shows up as a normal function in
the semilog space.
(C) Empirical cumulative density function for both the probability distribution of synaptic strengths and the synaptic contribution (normalized
product of probability and connection strength). They are generated directly from the data rather than the fits. The vertical line illustrates the
fact that 17% of the synaptic connections contribute to half of the total synaptic strengths.
(D) Probability density function of synaptic connection strengths p(w) fitted by a lognormal function and the synaptic contribution defined as
the product of the strength, w, and p(w). The total areas under both curves are normalized to 1.
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chose bins whose sizes increase linearly with the connection
strength at the bin center. In other words, bin sizes are
uniform on the log scale. The estimated density function is
independent of the chosen bin size since the bin size is
divided out.

The obtained distribution has a mean of 0.77 mV and a
heavy tail, that is, a greater number of strong synaptic
connections than expected for either the exponential
distribution (Figure 5A) or the normal distribution (not
shown). There are significantly more connections with
strengths above 1 mV than expected by best exponential or
normal fit (p , 0.0001; see Materials and Methods). We find
that the dataset is best fit by a lognormal distribution, which
has a bell shape when plotted on a semilog scale (Figure 5B).
Although our measurements were performed in developing
animals, experiments in mature animals have also revealed
large single EPSPs (.5 mV) [37].

The overrepresentation of strong synaptic connections is
likely to have important implications for the cortical network
dynamics. This is because strong connections are few but
powerful. For example, although synaptic connections with
strength above 1.2 mV constitute only 17% of all connections,
they contribute about half of the total synaptic weight (Figure

5C and 5D). This estimate was obtained by multiplying the
number of synaptic connections by the connection strengths
(assuming equal presynaptic firing rates).

Correlation of Connection Strengths in Two-Neuron
Patterns
Next, we analyzed the correlations between the strengths of

the synaptic connections in two-neuron patterns. We find
that the synaptic strengths of the bidirectional connections
are on average stronger than the unidirectional synaptic
connections (mean 0.95 mV versus 0.61 mV, p = 3.1 3 10!7,
Student’s t-test) in agreement with [6]. The distribution of
connection strengths for the bidirectional connections is
expanded toward stronger connections compared to that of
unidirectional connections (Figure 6A; note the semilog
scale). Furthermore, the strengths of the two connections in
a bidirectional pair are moderately but significantly corre-
lated with each other (Figure 6B). To control for possible
systematic variations between different quadruplets, we
looked at correlations in the strength of synaptic connections
that shared no pre- and postsynaptic neurons and found no
significant correlation (Figure 6C). Could the correlation in
connection strength result from nearby neurons having
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(A) Estimated probability density function in log–log space, with both lognormal fit (p[w] = 0.426exp[!(ln[w] þ 0.702)2/(2 3 0.9355)2]/w) and
exponential fit (p[w] = 1.82exp[!1.683w]). Notice that the lognormal fit has a heavier tail than the exponential distribution. Error bars are
standard deviations estimated by bootstrap method (not shown when narrower than the dot). The numbers on top on the dots are the actual
counts (not shown when more than 50).
(B) Estimated probability density distribution in semilog space, with the lognormal fit. The lognormal function shows up as a normal function in
the semilog space.
(C) Empirical cumulative density function for both the probability distribution of synaptic strengths and the synaptic contribution (normalized
product of probability and connection strength). They are generated directly from the data rather than the fits. The vertical line illustrates the
fact that 17% of the synaptic connections contribute to half of the total synaptic strengths.
(D) Probability density function of synaptic connection strengths p(w) fitted by a lognormal function and the synaptic contribution defined as
the product of the strength, w, and p(w). The total areas under both curves are normalized to 1.
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Student’s t-test) in agreement with [6]. The distribution of
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expanded toward stronger connections compared to that of
unidirectional connections (Figure 6A; note the semilog
scale). Furthermore, the strengths of the two connections in
a bidirectional pair are moderately but significantly corre-
lated with each other (Figure 6B). To control for possible
systematic variations between different quadruplets, we
looked at correlations in the strength of synaptic connections
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significant correlation (Figure 6C). Could the correlation in
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counts (not shown when more than 50).
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(C) Empirical cumulative density function for both the probability distribution of synaptic strengths and the synaptic contribution (normalized
product of probability and connection strength). They are generated directly from the data rather than the fits. The vertical line illustrates the
fact that 17% of the synaptic connections contribute to half of the total synaptic strengths.
(D) Probability density function of synaptic connection strengths p(w) fitted by a lognormal function and the synaptic contribution defined as
the product of the strength, w, and p(w). The total areas under both curves are normalized to 1.
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「ほとんどの結合は小さい」が、	
  
「稀に非常に大きな結合」	
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Excitatory	
  
10000cell	


EPSPの強い偏りを考慮して	
  
ネットワークの挙動を考えよう	


Inhibitory	
  
2000cell	


Random	
  net,	
  P	
  =	
  0.1	
  for	
  exc.	
  
0.5	
  for	
  inh.	


Excitatory	
  
10000cell	


Inhibitory	
  
2000cell	


Random	
  net,	
  P	
  =	
  0.1	
  for	
  exc.	
  
0.5	
  for	
  inh.	


Gmax	
  ~	
  10	
  mv	


Lognormal	
  

EPSPの振幅を対数正規分布にする	
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神経細胞モデルは単純に	
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  conductance	
  
synapses	


外部ノイズや、背景ノイズは用いなくて良い	


低発火率、非同期、不規則	


低発火率	


cross-­‐correlogram	
 CV	
  distribu@on	


rate	
  distribu@on	


興奮抑制バランス	


popula@on	
  rate	
  dynamics	


不規則性	
低同期	
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膜電位の挙動	

Exc.	
Inh.	


Down	
  state	
  
(res@ng	
  poten@al)	


spike	
  threshold	


the	
  membrane	
  UP	
  state	


正確な発火時系列	


synfire-­‐chainではなく、多数のsingle-­‐track	
  chains	
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それぞれの特徴は	
  
密接に関連している	


不規則	
  
非同期	
  

膜電位のUP状態	
  正確なシーケンス	
  

Vthr	
  =	
  -­‐50	
  mv	


Vrest	
  =	
  -­‐70	
  mv	


v	
 20	
  mv	
  >	
  Gmax	
  =	
  10	
  mv	

x	


o	


Strong	
  EPSP	


少数の強EPSP	


多数の	
  
弱EPSP	
ongoing	
  

firing	


多数の	
  
chain	


揺らぎの機能：	
  
揺らぎがスパイク伝達効率を上げている	


...	


自発発火による揺らぎ	


膜電位の	
  
UP	
  state	
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In	
  vitro	
  dynamic-­‐clamp	
  experiment	
  for	
  
real	
  cor@cal	
  neurons	


v	


ニューロンは確率的なゲート素子ではないか	


多数決素子	
 ...	


伝播に影響する集団の状態	


シグナル	
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確率的な情報処理	


過去の経験を蓄積する手段	


いつも同じ刺激を受けていた訳ではなく、	
  
刺激は分布していたはず。	


回路構造に経験を蓄積　→　「平均値」の記憶	
  

経験の分布はどう蓄積するか？→　自発発火	



